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Abstract 

 

 
Netflix is a streaming service platform that is growing along with the increasing number of internet users. This research 

aims to classify movie and TV show rating datasets on Netflix by comparing the KNN, Naive Bayes and Decision Tree 

algorithms to determine the accuracy comparison of the three algorithms. From the results of the analysis, it is found that 

the three algorithms produce a comparison of the accuracy of movie and tv show rating classification data on Netflix with 

different values. Based on the confusion matrix, namely Accuracy, Precision, and Recall, it is found that the Naive Bayes 

algorithm has the highest accuracy of 72%, the Decision Tree algorithm is 70% and the KNN algorithm has the lowest 

accuracy of 61%. From these results it can be stated that the Naive Bayes algorithm can classify movie and tv show rating 

data on Netflix better than compared to the other two algorithms. 
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1. INTRODUCTION 

The increase in the number of Internet users has had a positive effect on the birth of various innovations 

by service providers, such as electronic shopping, online news portals and video streaming services or video-

on-demand platforms such as Netflix [1]. Founded as a DVD rental company in the United States in the 1990s, 

Netflix is now a computer platform that allows nearly 130 million users in 190 countries to enjoy hundreds of 

thousands of hours of series and films [2]. The success of this service depends not only on the variety of its 

content but also on its ability to present ideal recommendations to users according to their preferences. The 

development of the Internet also affects data science, one of which is data mining. 

Data science consists of a combination of classic scientific disciplines such as databases, statistics, 

distributed systems and data mining [3]. Data science includes a set of basic principles that support and 

complement the principles of deriving news and information from data [4]. The term most closely related to 

data science is data mining. Data mining is the process of gathering information using existing technology to 

obtain new information [5]. There are hundreds of different data mining algorithms and many details in their 

implementation. This analysis process uses three data mining algorithms to classify Netflix movie rating data. 

Some of the data mining algorithms that are always used for data classification are K-Nearest Neighbors 

(KNN), Naive Bayes and Decision Tree [6]. The KNN algorithm (KNN)  is one of the most popular algorithms 

due to its comprehensive features, simplicity and accuracy [7]. KNN is widely used in big data research and 

implementation due to its efficiency in classification, regression and clustering tasks [8]. Meanwhile, the Naive 

Bayes Algorithm is, as the name suggests, derived from the words Baye and theorem, which is  known for the 

simplicity, efficiency and reliability of its algorithm [9]. Calculating posterior probabilities based on previous 

probabilities is made possible by Bayes and the theorem. Because it is assumed that the value of one feature 

does not depend on the value of other characteristics, the calculation of this model becomes simple [10]. A 

decision tree algorithm's structure is comparable to a flowchart; each node indicates the testing of a particular 

attribute (question), each test result generates a new branch (tree level), and each leaf node symbolizes a token 
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for that class. Portrayal [11]. Decision tree algorithms can more quickly classify data from large data sets and 

handle independent data functions [12]. 

All three mentioned algorithms have different characteristics. So  this study compares the three, that is, 

compares the level of accuracy to determine which classification method is the best and optimal [13]. 

This study uses Netflix movie and TV  rating data  with xlsx data type, which has 11 attributes in the 

data. This information covers various  movies and TV shows published and broadcast on Netflix between 2020 

and 2022. The attribute imdb-score is an attribute marked as a result of a survey of bad and fair ratings for a 

movie or TV show. or a  good degree where every attribute value is represented in the data. 

In this research, the researcher's main objective is to explore and compare the performance of three data 

mining algorithms, namely KNN, Naive Bayes, and Decision Tree, in classifying film and TV show rating data 

on the Netflix platform. By involving rating data covering the period from 2020 to 2022, this research aims to 

provide in-depth insight into the ability of each algorithm to predict rating categories including poor, fair, or 

good. By better understanding the advantages and disadvantages of each algorithm, it is hoped that this research 

can contribute to the development of more optimal classification methods for rating data on streaming service 

platforms such as Netflix. In other words, the focus of this research is to provide a clearer picture of the 

effectiveness and consistency of each algorithm in the context of film and TV show rating classification, 

guiding the selection of the most appropriate methods for further analysis. 

 

2. MATERIAL AND METHOD 

In this research, the first stage is data collection, the dataset applied is movie and TV show data on the 

Netflix platform downloaded from the Kaggle website. Next, the data preprocessing process is carried out by 

normalizing the data using the min-max method. Then the data classification stage is carried out using 3 

algorithms, namely KNN, Naive Bayes and Decision Tree, so as to get the accuracy results of the 3 algorithms. 

Then the accuracy results will be analyzed and concluded. This research methodology can be seen in Figure 1.  

 

 

Figure 1. Research Methodology 

 

2.1. Data Collecting 

This research uses a dataset downloaded from Kaggle.com, which presents several attributes that include 

critical news for analyzing the classification of movies and TV shows on the Netflix platform. Index, ID, title, 

type, release year, duration, production country genre, IMDB ID, score and IMDb votes are used. Before being 

analyzed, this dataset has gone through a number of data preprocessing processes. This includes handling 

missing values on certain attributes, normalizing data for scale consistency, and converting categorical 
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attributes such as type and genre into numerical representations to account for and support classification 

algorithms [14]. 

 

2.2. K-Nearest Neighbor (KNN) 

The KNN learning method is known as one of the simplest and easiest to understand algorithms [15]. 

In classification tasks, KNN classifies unlabeled queries or test samples by taking most of the k-nearest 

neighbors from different classes (using a uniform selection model). In this process, the nearest neighbor is 

selected based on a distance matrix or degree of dissimilarity, which depends on the type of attribute in question 

[16]. In the KNN classifier, the  distance between samples is calculated using the Euclidean formula 1. 

 

di = √∑ (x2i
p
i=1 − x1i)

2        (1) 

Description: 
d  : Distance 
p  : Data Dimension 
i  : Data Variable 
x1 : Data Sample 
x2 : Test Data 

 

2.3. Naive Bayes 

Calculating probabilities by calculating frequencies and combining values from a given data set is how 

the Naive Bayes probability classification algorithm is used [16]. In performing classifiers, this algorithm 

adopts the concept of mixture models, mixture models are able to determine probabilities from components 

consisting of the application of Bayes' theorem to serve as probability-based classifiers [17]. The following is 

the Naive Bayes formula 2. 

 

P(H|X) =
P(H)P(X|H)

P(X)
      (2) 

 

Description: 
X  : Data that has an unknown class 
H  : Hypothesized data X is a specific class 
P(H | X) : Hypothesis H has probability based on conditions 

P(X | H) : probability X which is based on the conditions that exist in hypothesis H 
P(H) : Probability of hypothesis H (prior probability) 
P(X)  : Chance of X 

 

2.4. Decision Tree 

Decision Tree, as the name suggests, is a classification method that is arranged in the form of a structure 

that resembles a tree [18]. Decision Trees are created from Root Node to Leaf Node through a recursive process. 

Each branch in the tree reflects a condition that must be met, while the tip of the tree shows the value of the 

relevant data [19]. The formula for calculating sample entropy on a decision tree is: 

 

Entropy(S) = −P1 log2 P1 − P2 log2 P2     (1) 

 

Where p1, p2, p3, ..., pn indicate propositions in class 1, class 2, ..., class n of the output, respectively 

 

2.5. Google Collab 

Google Colab, often called Google Colaboratory, is an open source service provided by Google to those 

who have a Gmail account [20]. Google Colab is increasingly  used in educational and training environments 

due to its focus on knowledge dissemination and research in the field of machine learning  [21]. With Google 

Collab, developers can create, modify and run code using Python programming languages such as NumPy and 

Matplotlib for data analysis and visualization [22]. 

 

3. RESULTS AND DISCUSSION 

3.1. Data Collection 

This study uses imdb TV SHOW and MOVIE rating data on the Netflix platform downloaded from the 

kaggle website. This information shows that the attributes used to rate TV shows and movies on the Netflix 

platform are index, identifier, name, type, production countries, release year, runtime, genres, imdb_id, 

imdb_score, imdb_votes. The determination of the accuracy value in this study relies on attribute classification  

using  IMDb rating data for TV shows and movies available on the Netflix platform. 
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Table 1. Data Collection 

Index Id Title Type 
Release 

Year 
Runtime Genres 

Production 

Countries 

Imdb 

id 

Imdb 

Votes 

Imdb 

Score 

1 1 1 1 1 1 1 1 1 1 7,3 

2 2 2 2 2 2 2 2 2 2 5,7 

3 3 3 2 1 3 3 3 3 3 6,7 

4 4 4 2 2 4 4 4 4 4 3,3 

5 5 5 2 2 5 5 5 5 5 8,6 

… … … … … … … … … … … 

1427 1427 1427 2 1 105 525 9 1427 1256 5,5 

 

3.2. Processing Data 

The next stage is data preprocessing. Preprocessing is done by removing noise data such as data 

invalidation, blank data, typing errors, and so on. At this stage it will be ensured that the existing data records 

are not listed in the noise category. The amount of data used in this study amounted to 1427 data records. From 

the whole data, the transformation process will then be carried out and also the normalization of data which 

will later be used in the process using Google Collab. This stage transforms the imdb score attribute into 3 

categories, where the "Excellent" category data totals 406, the "Good" category data totals 968 and the "Bad" 

category data totals 53 on the imdb score attribute. 

 

Table 2. Preprocessing Data 

Index Id Title Type 
Release 

Year 
Runtime Genres 

Production 

Countries 
Imdb id 

Imdb 

Votes 
Imdb Score 

1 1 1 1 1 1 1 1 1 1 Excellent 

2 2 2 2 2 2 2 2 2 2 Good 

3 3 3 2 1 3 3 3 3 3 Good 

4 4 4 2 2 4 4 4 4 4 Bad 

5 5 5 2 2 5 5 5 5 5 Excellent 

… … … … … … … … … … … 

1427 1427 1427 2 1 105 525 9 1427 1256 Excellent 

 

3.3. K-Nearest Neighbor (KNN) 

In this study, the classification process is carried out using the K-nearest neighbor algorithm. Following 

are the results of  KNN algorithm using  imdb TV SHOW and MOVIE rating data on  Netflix platform  in 

Table 3. 

Table 3. Result from KNN Performance Model 

  True Good True Excellent True Bad Class Precision 

Pred. Good 156 47 1 69% 

Pred. Excellent 58 12 0 20% 

Pred. Bad 11 1 0 0% 

Class Recall 76% 17% 0%   

 

From the table of Test results using the KNN algorithm above, it can be seen that the performance varies 

in identifying different classes. For the "Good" class, the model has a good precision of 69% and recall of 76%, 

indicating that most of the positive predictions are correct. However, the low precision for the "Excellent" class 

of 17% and the low recall values for the "Excellent" class of 20% and "bad" class of 0% indicate that the model 

tends to struggle in recognizing and distinguishing these classes. 

 

3.4. Naive Bayes 

The next classification process is to use the Naive Bayes algorithm. The results of testing with this 

algorithm can be seen in Table 4.  

 

Table 4. Result from Naive Bayes Performance Model 

  True Good True Excellent True Bad Class Precision 

Pred. Good 156 47 1 72% 

Pred. Excellent 58 12 0 30% 

Pred. Bad 11 1 0 0% 

Class Recall 69% 39% 0%   
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From the table of test results using the Naive Bayes algorithm above, it can be seen that the performance 

of each class varies greatly. The model performed quite well in identifying samples of the majority class, 

"Good," with a precision of 72% and a recall of 69%. Despite some errors, the "Excellent" class can also be 

identified with a precision of 30% and a recall of 39%. However, the "Bad" class performed very badly, with 

precision and recall all being 0%. 

 

3.5. Decision Tree 

After the previous two  tests with the K-nearest neighbor algorithm and Naive Bayes, the third 

classification is done with the decision tree algorithm. The test results of this algorithm are shown in Table 5. 

 

Table 5. Result from  Decision Tree Performance Model 

  True Good True Excellent True Bad Class Precision 

Pred. Good 197 7 0 71% 

Pred. Excellent 68 2 0 22% 

Pred. Bad 12 0 0 0% 

Class Recall 97% 3% 0%   
 

From the table of test results using the Naive Bayes algorithm above, it can be seen that the performance 

varies in identifying each class. The model did well in classifying the class "Good," with a high precision of 

71% and an excellent recall of 97%. This indicates that most of the positive predictions for the class "Good" 

were correct, and the model was able to find most of the samples that were actually "Good." However, for the 

classes "Excellent" and "bad," the very low precision of 22% for "Excellent" and 0% for "bad" and the minimal 

recall of 3% for "Excellent" and 0% for "bad" indicate the difficulty of the model in distinguishing and 

recognizing samples of these classes. 

 

3.6. Comparison of KNN, Naive Bayes and Decision Tree Algorithms 

Figure 2 shows a comparison of data mining algorithms that use the classification method between 

KNN, Decision Tree and Naïve Bayes. 

 

 

Figure 2. Comparison of KNN, Naive Bayes and Decision Tree Algorithms 

 

The final results of these three classification algorithms show that KNN has a precision of 69%, a recall 

of 72% and a precision of 61%. A decision tree algorithm with 72% precision has a recall of 69% and a 

performance precision of  72%. The Naive Bayes algorithm has a precision of 71%, a recall of 97%, and a 

performance accuracy of 70% for this model. Among these three algorithms, there are quite different levels of 

comparative accuracy, the KNN algorithm shows a good positive prediction accuracy with 69% accuracy and 

the ability to identify true positive samples with 72% accuracy, but its accuracy is slightly lower than the other 

two algorithms. . The decision tree provides a good balance between 72% precision  and 69% recall, resulting 

in a KNN accuracy of 72%. Meanwhile, Naive Bayes stood out with a high recall of 97%, showing its ability 

to identify almost all true positive samples, albeit with a slightly lower accuracy of 71%. Although Naive Bayes 

with 70% accuracy  shows its superiority in detecting maximum positive samples.. 
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4. CONCLUSION  

 From the results of the analysis in the research that has been done, based on the classification of movie 

ratings and TV shows on Netflix, to determine the accuracy of the data, researchers compare the three 

algorithms. The results of the confusion matrix which includes accuracy, precision, and recall show that the 

KNN algorithm has an accuracy of 61%, the Naive Bayes algorithm 72%, and the Decision Tree algorithm 

70%. Therefore, it can be concluded that the Naive Bayes algorithm has the highest level of accuracy 72%, 

while the KNN algorithm has the lowest level of accuracy 61%. From these results it can be stated that the 

Naive Bayes algorithm can classify movie and tv show rating data on Netflix better than compared to the other 

two algorithms.  
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