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Abstract 

 

Chronic Kidney Disease (CKD) is an abnormal kidney function or failure of the kidneys to filter the bloodstream and 

remove metabolic waste that progresses over months or years. Chronic kidney disease is asymptomatic in its early stages. 

It has no age limit, and if you already suffer from chronic kidney disease, the likelihood of a sudden decline in kidney 

function increases. The medical record data of chronic kidney disease patients can be utilized to make predictions and can 

be processed using machine learning to classify the risk of death. This research will use Ensemble Learning, which 

combines Decision Tree, XGBoost, and Extra Trees algorithms. In the pre-processing stage, value filling is carried out 

using the random sampling method. It was concluded that the highest accuracy value in Extra Trees was 96%. In 

comparison, the Decision Tree was 94%, and the XGBoost method obtained 95% accuracy so that Pathologists can use it 

in developing a program to predict chronic kidney disease. 
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1. INTRODUCTION  

Chronic Kidney Disease (CKD) refers to the atypical functioning of the kidneys or their inability to 

effectively filter the blood and eliminate metabolic waste, which develops gradually over a period of months 

or years [1]. Frequently, the diagnosis of chronic kidney disease occurs through the screening of individuals 

who are identified as being at risk of kidney complications, such as those with hypertension or diabetes, as well 

as those with family members affected by CKD [2]. According to the Global Burden of Disease survey in 2010, 

chronic renal disease was rated 18th among fatal diseases, impacting 10% of the global population [3]. 

Chronic kidney disease is asymptomatic in its early stages and is not limited by age. However, having 

chronic kidney disease increases the likelihood of experiencing an abrupt reduction in kidney function. Hence, 

it is crucial to promptly identify the disease in order to enhance the likelihood of impeding or halting its 

advancement during its initial phase and mitigate the escalation of the condition.  The risk prediction can be 

made using the medical record data of patients with chronic renal disease. Machine learning can be employed 

to analyse medical record data and accurately categorise the mortality risk of patients diagnosed with 

cardiovascular disease. 

Machine Learning is a subdivision of artificial intelligence that specifically emphasises the capacity of 

systems to acquire knowledge and skills from data. Machine learning systems possess the ability to enhance 

their functionalities autonomously, without necessitating frequent manual programming by humans [4]. This 

learning process enables the system to see patterns, generate forecasts, and make judgements based on the 

given data. Machine Learning employs various models, including Logistic Regression, K-Nearest Neighbours, 

Support Vector Machine (SVM), Decision Tree, and Naïve Bayes. Machine Learning encompasses two 

primary concepts: supervised learning and unsupervised learning. 

Supervised learning operates under the assumption that a teacher or supervisor is present to add class 

information or labels to the training instances. Within this framework, every training example is categorised 

into a certain class. Unsupervised learning techniques are frequently employed for the purposes of clustering 

and reducing dimensionality. Clustering is a process where data is grouped into clusters based on the similarity 
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of their features. Conversely, in the context of dimensionality reduction, the objective is to decrease the 

intricacy of the data while preserving essential information. 

In Machine Learning modeling, there are two types, namely Single Model and Ensemble Learning. 

Ensemble learning itself is a supervised learning algorithm because it can be trained and used to make 

predictions. Ensemble learning combines one or more of the single model algorithms so that it has high 

flexibility because it has a combined use of the single model [5]. Ensemble Learning is one of the algorithms 

in supervised learning. It is used to make predictions based on training data that has been labeled with a class. 

Ensemble Learning involves combining one or more single-model algorithms to improve the quality of 

predictions. 

Related research is Breast Cancer Classification using XGBoost[6] achieves an accuracy of 94.74% and 

a recall of 95.24% on the Wisconsin Breast Cancer (Diagnostic) dataset.. [7] The research also indicates that 

twelve different machine learning classifiers were evaluated in a supervised learning setting, with the highest 

performance metrics achieved by the XgBoost classifier, including an accuracy of 0.983, precision of 0.98, 

recall of 0.98, and F1-score of 0.98. Other relevant studies focus on a hybrid machine learning model for 

predicting chronic kidney disease. [8]  Gradient boosting achieves approximately 99% accuracy, random forest 

achieves 98%, the decision tree classifier achieves 96% accuracy, and our suggested hybrid model performs 

the best, achieving 100% accuracy on the same dataset. Various machine learning algorithms were also tested 

on the chronic kidney disease dataset in the research. [9], and their performance was compared. 

their performance was compared. The Extra Tree Classifier achieved the highest accuracy of 99% in predicting 

chronic kidney disease. In predicting chronic kidney disease. This study concludes that machine learning 

approaches, specifically the Extra Trees Classifier, can be a useful tool for early diagnosis of chronic kidney 

disease, which could potentially provide better outcomes for patients through timely intervention. 

  In the study titled "Chronic Kidney Disease Prediction Using the Naive Bayes Classifier Algorithm 

Based on Particle Swarm Optimization [10]; the Naive Bayes classification results enhanced by Particle Swarm 

Optimization achieve a confusion matrix accuracy of 98.75% and an AUC of 99%. In comparison, Naive Bayes 

without Particle Swarm Optimization achieves a confusion matrix accuracy of 97.00% and an AUC of 99.8%. 

Other related research Comparison Of Svm And Nn Data Mining Methods For Classification Of Chronic 

Health Diseases [11]. From the research results obtained, the neural network method produces an accuracy 

value of 93.36% and SVM with a value of 95.16%. Other related research 

From the background of the problem and related research that has been described above, this research 

will use Ensemble Learning, which combines Decision Tree algorithms, XGBoost, and Extra Trees. In this 

study, classification using Ensemble Learning is carried out because Ensemble learning is a powerful tool in 

improving the quality of kidney disease prediction and can provide significant benefits in medicine for early 

diagnosis and better treatment. 

 

2. MATERIAL AND METHOD  

2.1. Data Mining 

Data mining, as described in the book "Data Mining Concepts and Techniques," refers to the systematic 

exploration and analysis of extensive data sets with the objective of discovering patterns, models, and other 

forms of valuable knowledge [12]. Hartono describes data mining as a systematic process that utilizes 

statistical, mathematical, artificial intelligence, and machine learning techniques to extract valuable 

information and identify its relationships from large databases. Data mining is not an entirely new field [13]. 

Data mining, according to another definition, refers to a set of procedures aimed at extracting previously 

unknown information of value from a database. The information is derived by extracting and identifying 

significant or intriguing patterns from the database's data [14]. 

 

2.2. Classification  

Classification involves evaluating data objects and assigning them to certain classes from a set of 

accessible classes. Classification involves the creation of a model using pre-existing training data, which is 

subsequently utilised to categorise fresh data. Classification is the process of training a target function that 

translates sets of qualities (features) to certain class labels [15]. The objective of classification is to infer the 

category of an unlabeled object. The possible models utilised include if-then rules, decision trees, and neural 

networks [16]. 

 

2.3. Algorithm 

In general, an algorithm is a clear sequence of steps to solve a problem.  In computer science and 

mathematics, an algorithm is a sequence of steps to perform calculations or can also be used to solve problems 

that are written sequentially [17]. 
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2.4. Ensemble learning  

Ensemble Learning is a machine learning technique in which multiple machine learning models are 

combined to improve prediction accuracy and consistency. In the context of the classification of health effects 

due to air pollution, Ensemble Learning can be used to integrate several different machine learning models, 

such as Decision Trees, Random Forests, Support Vector Machines (SVM), and Neural Networks (Gokul et 

al. 2023). 

 

2.5. Decision Tree 

Decision Tree is one of the machine learning algorithms used for classification and regression problems. 

This algorithm generates a model in the form of a tree structure, where each internal node represents a decision 

based on data features, and each leaf represents a class label (for classification) or predicted value (for 

regression) [18]. The advantage of a Decision Tree is its high interpretability. Decision tree models can be 

described visually so that humans can easily understand them. In addition, Decision Tree can also handle 

categorical and numerical data without the need for complex data preprocessing [18]. In general, it can be 

shown in equation 1. 

 

Entropy(t) = − ∑ PiLog2(Pi)

K

i=1

 (1) 

 

2.6. XGBoost 

Xgboost is a machine-learning library that can be used to predict or classify based on decision trees 

[19]. XGBoost is composed of several decision trees that use boosting techniques in the construction of the 

algorithm [20].This algorithm allows optimization 10 times faster than other GBMs and has a better ability to 

fight overfitting problems [21]. In general, it can be shown in equation 2. 

 

Obj(t) = ∑

n

i=1

[l (yi,ŷi
(t−1)

+ fi(xi))] +  Ω(ft) (2) 

 

2.7. Extra Trees 

The Extra Trees Classifier, also known as the Extremely Randomized Trees Classifier, is an ensemble 

algorithm that falls within the family of decision tree methods[22]. It is similar to Random Forest, but there is 

a key difference in the way the trees are constructed. The advantages of the Extremely Randomized Trees 

Classifier include higher training speed compared to Random Forest due to the use of randomized divisors[23], 

which reduces the complexity of the calculations. However, on the other hand, the interpretation of the model 

may be more difficult because the trees are built randomly. In general, it can be shown in equation 3. 

 

ŷ =
1

M
∑ hm(x)

M

m=1

 (3) 

 

2.8. Confusion Matrix 

A confusion matrix is a performance evaluation tool in machine learning, representing the accuracy of 

a classification model. It displays the number of true positives, true negatives, false positives, and false 

negatives. This matrix aids in analyzing model performance, identifying mis-classifications, and improving 

predictive accuracy. The confusion matrix can be show as figure 1 [26]. 

 

 
Figure 1. Confusion Matrix 
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Let’s decipher the matrix: 

1. The target variable has two values: Positive or Negative 

2. The columns represent the actual values of the target variable 

3. The rows represent the predicted values of the target variable 

 

2.9. Research Method 

The research consists of several main processes from data collection, pre-processing to algorithm 

evaluation. In general, the research methodology can be shown in Figure 2. 

 

 

Figure 2. Research Methodology 

 

The stage of data collection is fundamental and early in the research process. In this study, the dataset 

consisted of 400 records with 25 attributes focused on Chronic Kidney Disease (CKD) as the target class. The 

data was obtained from UCI and is accessible via www.kaggle.com. It includes both numerical and nominal 

data types, featuring attributes such as age, blood pressure, specific gravity, albumin, sugar, and various other 

health indicators like red blood cells, pus cells, and medical conditions such as hypertension, diabetes mellitus, 

and coronary artery disease. Below is a table 1 describing the attributes of the dataset. 

 

Table 1. Description of Attributes in the Dataset 

Attribute Description 

Age Age of the patient 

Blood Pressure Blood pressure measurement 

Specific Gravity Specific gravity of urine 

Albumin Albumin content in urine 

Sugar Sugar content in urine 

Red Blood Cells Presence of red blood cells in urine 

Pus Cell Presence of pus cells in urine 

Pus Cell Clumps Presence of clumps of pus cells in urine 

Bacteria Presence of bacteria in urine 

Blood Glucose Random Random blood glucose measurement 

Blood Urea Blood urea nitrogen level 

Serum Creatinine Serum creatinine level 

Sodium Sodium level in blood 

Potassium Potassium level in blood 

Hemoglobin Hemoglobin level in blood 

Packed Cell Volume Volume occupied by packed red blood cells in blood 

White Blood Cell Count Count of white blood cells 

Red Blood Cell Count Count of red blood cells 

Hypertension Presence of hypertension 

Diabetes Mellitus Presence of diabetes mellitus 

Coronary Artery Disease Presence of coronary artery disease 

Appetite Appetite condition 

Pedal Edema Presence of pedal edema (swelling in legs) 

Anemia Presence of anemia 

 

Next, the dataset will undergo cleaning and preprocessing. This involves checking each column for 

missing values, which will be addressed through imputation. Categorical data will be encoded into numeric 

values. The dataset will then be split into training and testing sets, with the testing set comprising 30% of the 

dataset. Various classification algorithms discussed earlier will be applied to the training set. To assess and 

compare their performance, metrics such as accuracy, sensitivity, and specificity will be utilized [24]. 
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3. RESULTS AND DISCUSSION 

The dataset that has been processed is then divided into training data and testing data.  Then calculations 

are carried out with the Decision Tree, XGBoost, and Extra Trees methods, the confusion matrix results are 

obtained as shown in Table 2. 

 

Table 2. Confusion Matrix Decision Tree 

 True CKD True Not CKD Class precision 

Pred, ckd 60 3 95% 

Pred,notckd 4 44 94% 

Class recall 96% 92%  

 

Table 2 shows the confusion matrix for Decission Tree model, our model achieves the following: 

1. 60 instances of TP, That is, the model correctly predicted that the patient had CKD. 

2. There were 3 cases that should have been predicted as not CKD but were incorrectly predicted as CKD 

FP. 

3. 4 instances of false FP, This means the model erroneously predicted that the patient had CKD when 

they did not. 

4. 44 TN, This means the model correctly predicted that the patient did not have CKD. 

 

Table 3. Confusion Matrix XGBoost 

 True CKD True Not CKD Class precision 

Pred, ckd 72 0 94% 

Pred,notckd 5 43 100% 

Class recall 100% 90%  

 

Table 3 shows the confusion matrix for XGBoost model, our model achieves the following: 

1. 72 instances of TP, That is, the model correctly predicted that the patient had CKD. 

2. No prediction of FN, This means that the model correctly predicted that the patient did not have CKD. 

3. 5 instances of FP, This means the model erroneously predicted that the patient had CKD when they did 

not. 

4. 43 TN, This means the model correctly predicted that the patient did not have CKD. 

 

Table 4. Confusion Matrix Extra Trees 

 True CKD True Not CKD Class precision 

Pred, ckd 72 0 95% 

Pred,notckd 4 44 100% 

Class recall 100% 92%  

 

Table 4 shows the confusion matrix for Extra Trees model, our model achieves the following: 

1. 72 instances of TP, That is, the model correctly predicted that the patient had CKD 

2. No prediction of FN, This means that the model correctly predicted that the patient did not have CKD. 

3. 4 instances of FP, This means the model erroneously predicted that the patient had CKD when they did 

not. 

4. 43 TN, This means the model correctly predicted that the patient did not have CKD. 

 

 

Figure 2. Accuracy Comparison 
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Overall, all models tended to provide great predictions for both classes, with fairly high precision and 

recall values. However, there were some undetected cases of CKD, which may require further attention. To 

facilitate the comparison of accuracy differences from the Confusion Matrix results between Decision Tree, 

XGBoost, and Extra Trees methods, a graphical representation is necessary [25]. Figure 3 is a comparison 

graph displaying the Confusion Matrix for Decision Tree, XGBoost, and Extra Trees.  

  

4. CONCLUSION 

In this study, Decision Tree, XGBoost, and Extra Trees modeling were carried out using chronic kidney 

disease datasets taken from the UCI Repository. Researchers conducted data processing to obtain which mode 

has a higher accuracy value for chronic kidney disease datasets. It is known from the research results that the 

Decision Tree method obtained an accuracy value of 94%, the XGBoost method obtained an accuracy value 

of 95%, and the Extra Trees method obtained an accuracy value of 96%.     

The results obtained are included in the type of excellent classification. So, it can be concluded that 

Decision Tree, XGBoost, and Extra Trees have good performance performance for processing chronic kidney 

disease datasets.   Furthermore, from the research results it is known for chronic kidney datasets that the Extra 

Tress method produces higher accuracy values than the Decision Tree and XGBoost methods. So, it can be 

used by Pathologists in making programs to predict chronic kidney disease. Based on the results of the research 

that has been done, the researchers propose to conduct experiments using other methods such as AdaBoost, 

Random Forest, Gradient Boosting, or optimization algorithms such as genetic algorithm and ant colony 

optimization. 
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