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Abstract 

 
Spotify is a music streaming application that has been around since 2008. In the application, users can compile a playlist 

of songs they want to listen to. Users can determine the name of the singer, type of music, music genre and tempo of the 

music they want to listen to play as needed. The genre received by each user from his device will produce different 

recommendations, this is due to the classification process based on music listening behavior, such as songs that are often, 

rarely, or even never listened to or played at all by users. Therefore, the process of classifying music genres on spotify with 

the help of machine learning using supervised learning algorithms with algorithms namely Naïve Bayes, K-Nearest 

Neighbors (K-NN), Random Forest and Decision Tree with the aim of comparing the accuracy of each algorithm so as to 

get the best model for calcification. The results of this study obtained Random Forest has the highest accuracy value of 

79.40%, followed by Decision Tree at 79.30%.  In the next position Naïve Bayes with an accuracy value of 77.28%, the 

algorithm with the lowest accuracy is K-NN with an accuracy value of 60.74%. Meanwhile, evaluation with the t-test 

algorithm with the best performance is obtained from the Random Forest algorithm with a value of 0.794. It can be 

concluded that the best algorithm in music genre classification on Spotify is using Random Forest. 
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1. INTRODUCTION 

Spotify is a business that provides music streaming services located in Sweden, founded in 2008. Many 

customers are satisfied with the services provided by Spotify [1]. In addition, Spotify is also a highly innovative 

application that successfully utilizes modern technological advances to continuously improve user satisfaction. 

This is achieved through intelligent data collection, such as the automatic generation of personalized playlists 

every week [2]. These playlists are composed with different songs that are tailored to the mood of each playlist 

and also take into account the history of songs that have been heard by customers [3]. 

Music consumption today is highly customizable and accessible through various devices like 

smartphones, laptops, and portable tablets. Users' music collections are aggregated into a centralized database 

managed by service providers. Sorting and recommending music involve criteria such as artist/singer name, 

album/single type, release year, music genre label, and curated playlists. However, current methods may fail 

to provide accurate recommendations due to variations in user behavior, where some songs are frequently 

listened to while others are rarely or never played. This discrepancy necessitates a more precise classification 

system to tailor recommendations effectively. 

Previous research has explored music genre classification using machine learning algorithms with 

varying degrees of success. For instance, Naïve Bayes achieved 58.91% accuracy for Spotify-based 

classifications, followed by Random Forest at 52.81%, and K-Nearest Neighbors (KNN) at just 33.30%. To 

address these limitations, researchers employ machine learning techniques to analyze complex patterns in user 

behavior and musical attributes. Studies on spatial modeling and zoning of landslide vulnerabilities have 

demonstrated high accuracies ranging from 86% to 89% using similar algorithms. Additionally, chronic kidney 

disease predictions showed superior performance with Random Forest compared to Naïve Bayes and KNN, 

indicating the robustness of certain machine learning approaches. 

https://creativecommons.org/licenses/by-sa/4.0/
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The primary motivation behind conducting this research lies in developing a sophisticated system 

capable of offering personalized and reliable music recommendations. By leveraging advanced machine 

learning algorithms, we can ensure that users receive tailored suggestions that align closely with their 

preferences, thereby enhancing overall musical experiences through improved customization and relevance. 

This study aims to address the challenges inherent in modern music consumption by harnessing the capabilities 

of machine learning techniques such as Naïve Bayes, Random Forest, and KNN. By optimizing these methods 

based on previous successes across diverse applications, we aim to create a robust framework capable of 

delivering highly accurate and personalized music recommendations tailored specifically to individual tastes. 

In this study, researchers will classify music genres on spotify using the Naïve Bayes, K-NN, Random 

Forest and Decision Tree algorithms which in addition to the results of the classification of music genre types 

will compare the accuracy of each algorithm. 

 

2. MATERIAL AND METHOD 

In this research, the data used is Kaggle data in the form of Song of Spotify datasets. The attributes used 

in this study are 12 criteria which include danceability, energy, key, loudness, mode, speechiness, acousticness, 

instrumentalness, livenees, valence, tempo, and duration_ms. After the initial dataset is collected, the 

preprocessing stage is carried out, before the classification stage is carried out. Next, the data will be divided 

using Cross Validation, then enter the classification process using Naïve Bayes, K-NN, Random Forest, and 

Decision Tree. Then the results of each experiment are compared so that the best results are obtained based on 

accuracy and Kappa. The stages of the research methodology can be seen in Figure 1. 

 

 

Figure 1. Research Methodology 

 

2.1. Naïve Bayes 

Naïve Bayes is a data mining algorithm that applies Bayes theory for classification. Naïve Bayes has 

accuracy when applied to data owners with large enough data [7]. Naïve Bayes shows fast performance and 

high accuracy when applied to large datasets. When performing classification, this algorithm looks for the 

highest probability of all document categories being tested. [8]. The initial stage in the classification process is 

done by calculating the mean value and standard deviation of the features in the training dataset for each class 

using equation 1 [9]. 

 

P(Ci|X) =
P(X|Ci).P(Ci)

P(X)
         (1) 

 

2.2. K-Nearest Neighbor (K-NN) 

K-Nearest Neighbor (K-NN) is a standard instance-based machine learning method that contains large-

scale data sets [10]. K-NN uses a clustering approach to identify categories that are used to classify new objects 
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based on training data that is closest to them [11]. Simply put, K-NN classifies the test object by considering 

the predicted value as the majority result of the categories of training objects that are in the K closest group 

[12]. The algorithm operates by finding the closest proximity, or Euclidean distance of the data being 

processed, which can be calculated using equation 2. 

 

deuclidean(x, y) =  √∑ (xi − yi)
2

i               (2) 

 

2.3. Random Forest 

Random Forest is a technique often used in classification and clustering based on the merging of 

multiple decision trees [13]. Classification decisions are made based on the majority vote of all trees in the 

ensemble. In Random Forest, decision trees are built in a randomized manner, allowing for variation in the 

formation of each tree [14]. The advantages of Random Forest include its ability to overcome overfitting, good 

performance on large datasets, and the ability to handle both categorical and numerical data [15]. 

 

2.4. Decision Tree 

Decision Tree is an algorithm in computer science and statistics that is used to make decisions based on 

given conditions [16]. This algorithm works by dividing the dataset into smaller subsets based on existing 

features [17]. This method attempts to find a function that has a discrete value and is resistant to data errors 

(data interference) and can learn disjunctive expressions [18]. The equation for finding the value of the decision 

tree is using the gain and entropy values. The following equation 3 and equation 4 calculates the entropy and 

gain values. 

 

Entropy =  ∑ pi ∗ log2 pin
i=1               (3) 

 

Gain (S, A) = Entropy (S) −  ∑
|Si|

|S|

n
i=1 ∗ Entropy (Si)     (4) 

 

2.5. Cross Validation 

Cross-validation is a statistical algorithm technique that involves dividing the dataset into two main 

parts, namely training data and testing data. The main objective of this method is to validate the proposed 

model using standardized testing to assess the error rate [19]. Cross Validation is used to evaluate model 

performance and serves as a determinant of the division ratio between training and testing data. The use of the 

Cross Validation Method can provide reliable accuracy estimates for a data set. In this research, 10-Fold Cross 

Validation is used to produce reliable accuracy estimates and reduce potential bias. [20]. 10-Fold Cross 

Validation works by training the model on a subset of training data and testing the model on a subset of testing 

data. By dividing the data into 10-folds of equal size, 10-Fold Cross Validation creates 10 subsets of data to 

evaluate the performance of the model. This process is repeated 10 times for comprehensive testing [21]. 

 

3. RESULTS AND DISCUSSION 

3.1. Data Processing 

In this research, the dataset used comes from Kaggle and is a dataset of songs from Spotify, with a total 

of 32,834 data. This dataset includes 7 types of genres, including pop, rock, r&b, rap, Latin, and edm. Next, 

data analysis was conducted to understand the variables before conducting thorough data processing. After 

collecting the dataset, the next step is to perform data preprocessing, which includes data cleaning and data 

normalization. The datasets used in this study can be seen in Table 1. 

 

Table 1. Dataset Song of Spotify 

playlist_genre danceability Energy key loudness mode speechiness acousticness … duration_ms 

pop 0.748 0.916 6 -2.634 1 0.0583 0.102 … 194754 

pop 0.726 0.815 11 -4.969 1 0.0373 0.0724 … 162600 
pop 0.675 0.931 1 -3.432 0 0.0742 0.0794 … 176616 

pop 0.718 0.93 7 -3.778 1 0.102 0.0287 … 169093 

pop 0.65 0.833 1 -4.672 1 0.0359 0.0803 … 189052 
pop 0.675 0.919 8 -5.385 1 0.127 0.0799 … 163049 

pop 0.449 0.856 5 -4.788 0 0.0623 0.187 … 187675 

pop 0.542 0.903 4 -2.419 0 0.0434 0.0335 … 207619 
pop 0.594 0.935 8 -3.562 1 0.0565 0.0249 … 193187 

… … … … … … … … … … 

edm 0.609 0.989 2 -3.51 1 0.0867 0.4678 … 171697 
edm 0.545 0.78 7 -4.867 0 0.0436 0.0309 … 255093 

edm 0.559 0.916 11 -3.05 1 0.0626 0.0453 … 215295 

edm 0.645 0.832 2 -5.595 1 0.0294 0.00106 … 188371 

edm 0.581 0.64 5 -8.367 1 0.0365 0.0266 … 196993 

edm 0.428 0.922 2 -1.814 1 0.0936 0.0766 … 204375 
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playlist_genre danceability Energy key loudness mode speechiness acousticness … duration_ms 

edm 0.522 0.786 0 -4.462 1 0.042 0.00171 … 353120 

edm 0.529 0.821 6 -4.899 0 0.0481 0.108 … 210112 

edm 0.626 0.888 2 -3.361 1 0.109 0.00792 … 367432 
edm 0.603 0.884 5 -4.571 0 0.0385 0.3567 … 337500 

 

3.2. Modeling 

In the modeling stage, the data processing process uses Rapidminer tools, in this study using four 

classification algorithms to compare the reliability in processing the dataset. The initial step involves preparing 

the data that will enter the modeling stage. In this research, the dataset used is the Spotify song dataset. 

Incomplete or imperfect data is then corrected by adding operators to declare missing values and replace empty 

values. In the modeling stage, researchers used four classification algorithms namely Naive Bayes, K-NN, 

Random Forest, and Decision Tree, with the aim of generating decisions from the classification of music genres 

on Spotify. Data processing can be described by the design in Figure 2. 

 

 

Figure 2. Data Mining Modeling for RapidMiner 

 

3.3. Evaluation 

The assessment of the classification model relies on trials to estimate the correct and incorrect objects. 

The output of the cross-validation testing step is the accuracy value obtained from the confusion matrix. The 

results of processing and testing using the Cross Validation technique produce the following evaluation can 

show table 2. 

 

Table 2. Evaluation algorithm 

Performance Naïve Bayes K-NN Random Forest Decision Tree 

Accuracy 77.28% 60.74% 79.40% 79.30% 

Kappa 0.534 0.195 0.576 0.575 

 

Based on the data above, it can be seen that Random Forest has the highest accuracy value of 79.40%, 

followed by Decision Tree at 79.30%.  The next position is Naïve Bayes with an accuracy value of 77.28%, 

the algorithm with the lowest accuracy is K-NN with an accuracy value of 60.74%.  

Based on the data presented, we can observe that Random Forest achieves the highest accuracy value 

of 79.40%, making it the most effective algorithm among those tested. Random Forest, an ensemble learning 

method, typically performs well because it combines the predictions of multiple decision trees, helping to 

mitigate overfitting and improve the generalization of the model. This characteristic likely contributes to its 

superior accuracy in this particular classification task. 

The second-best algorithm is Decision Tree, with an accuracy of 79.30%. While slightly lower than 

Random Forest, Decision Tree remains a strong performer, as it is a simple yet effective model for classification 

tasks. However, Decision Trees are prone to overfitting, especially with complex datasets, which may explain 

why its accuracy is just marginally lower than that of Random Forest. Decision Trees are also sensitive to the 

choice of splitting criteria and depth, which can further impact performance. 
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The third position is held by Naïve Bayes, which achieved an accuracy of 77.28%. Naïve Bayes 

performs well for problems with strong conditional independence between features. However, in real-world 

data, features are often correlated, which may limit the performance of Naïve Bayes compared to more complex 

algorithms like Random Forest and Decision Tree. Despite its simplicity and speed, the Naïve Bayes model 

struggles when the independence assumption is violated, which might explain the relatively lower accuracy 

compared to the top two models. 

The algorithm with the lowest accuracy is K-NN, with an accuracy of 60.74%. K-NN, a non-parametric 

method, can be quite sensitive to the choice of the number of neighbors (k) and the distance metric used. 

Additionally, K-NN is computationally expensive and may not perform well when the dataset is large or 

contains noisy data. The lower accuracy of K-NN could be attributed to these factors, as well as the potential 

difficulty in distinguishing between classes when the feature space is not well-separated. 

In conclusion, Random Forest emerges as the most reliable algorithm in terms of accuracy, likely due 

to its ensemble approach and ability to handle complex data. Decision Tree is also a strong performer but is 

more susceptible to overfitting. Naïve Bayes is efficient but less effective when feature dependencies exist, and 

K-NN, while simple, is the least accurate, likely due to its sensitivity to hyperparameters and computational 

challenges. The choice of the most suitable algorithm should therefore depend on the characteristics of the 

dataset and the computational constraints. 

 

4. CONCLUSION  

Based on the results of a series of music genre classification experiments on Spotify using Naive Bayes, 

K-NN, Random Forest, and Decision Tree algorithms, the best performance was obtained using the Random 

Forest algorithm with an accuracy of 79.40%. It can be concluded that the best algorithm for music genre 

classification on Spotify is Random Forest. The strength of this research is the ability to compare different 

algorithms in the context of music classification, providing insight into the performance of each algorithm and 

helping to select the optimal algorithm for music genre classification applications. In addition, this research 

offers a better understanding of the use of statistical evaluation techniques such as t-tests to assess the 

significance of performance differences between algorithms. Suggestions for the future include conducting 

further experiments with additional algorithms, including deep learning techniques such as neural networks, 

which may provide better results for more complex music datasets. In addition, adjustments to the parameters 

of each algorithm can be made to optimise its performance. Future research could also focus on enhancing the 

features used in the model to improve the accuracy of music genre classification. 
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