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Abstract  

 

Sentiment analysis is the understanding of opinions, feelings, or attitudes conveyed in texts, such as tweets, reviews, or 

other forms. The film “Taylor Swift: The Eras Tour” is trending among teenager, narrating Taylor Swift’s journey in the 

“Eras Tour” concert across various countries, encapsulated in a music-filled film. This has prompted research on sentiment 

analysis of netizens’ tweets about this film, considering the possibility of negative reviews. Three algorithms Naïve Bayes, 

Decision Tree, and Random Forest were used with an 80:20 data ratio and the SMOTE oversampling method, which is a 

unique in this research to ensure data sizes for the three sentiments: positive, negative, and neutral. The final result of this 

research is a word cloud for each sentiment towards the film, with the Decision Tree algorithm achieving the highest 

accuracy at 91%. The hope for future research is to implement and focus on the emotional aspect in conducting sentiment 

analysis.  
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1. INTRODUCTION 

The development of information and communication technology is inseparable from increasing 

sophistication of existing technologies, particulary in the film industry. With hundreds to thousands of film 

produced each year, competition in the film industry is becoming more intense. 

The film industry is experiencing rapid global growth. According to Thompson Bordwell (2013), the 

success of a film depends on its technical aspects and its ability to evoke emotions from the audience. Currently, 

the film “Taylor Swift Eras Tour”, released on October 13, 2023, has become popular among fans who missed 

out of tickets to Taylor Swift’s concerts in various countries. This raises questions about netizens’ reponses to 

the film, whether they are positive or negative. Currently, watching movies has become a common activity to 

spend leisure time, and the increasing number of films produced both domestically and internationally provides 

numerous options for viewers. Viewers subsequently seek information and read opinions about these films, 

which have been increasing annually by 80%, especially from unstructured data in the form of text generated 

from social media platforms like Twitter or X  [1][2]. 

Twitter or X is a social media platform that allows users to send and read text messages up to 140 

characters, known as “tweets” [3]. This platform serves as a venue for thousands or ever millions of opinions 

in the form of tweets, including public sentiment towards films. The sentiments expressed by viewers towards 

a film greatly influence its commercial success and critical reception. Sentiment analysis involves natural 

language programming, text information extraction, and artificial intelligence to qualitatively identify and 

categorize text data [4]. It is an automated method to express opinions or feeling from text, used to assess 

whether opinions towards a subject tend to be positive or negative, utilizing emotion-based approaches in data 

processing [5]. 

Emotion-based approaches are categorized into emotions such a joy, sadness, anxiety, and admiration, 

revealing how a viewer’s experience of a film influences them psychologically and emotionally. Emotion-

focused approaches are utilized to understand individual assessments of the film “Taylor Swift: The Eras Tour” 

using Naïve Bayes, Decision Tree and Support Vector Machine. In a series of previous studies: [2] sentiment 

analysis on Korean Drama using Naïve Bayes achieved an accuracy of 69%, precision of 73%, recall of 69%, 

https://creativecommons.org/licenses/by-sa/4.0/
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and F1 Score of 69%. [6]using Random Forest, to handle diverse data, the feature selection method used is 

Mutual Information. With these two methods, the system achieved an accuracy of 79% and F1-Score of 75%. 

[7] hypertension prediction using Random Forest and Decision Tree reached 100% accuracy. [8] sentiment 

analysis of anti-LGBT campaigns with Naïve Bayes achieved an accuracy of 86.43%, higher than the Decision 

Tree and Random Forest (82.91%). [9] comparison of Decision Tree and Support Vector Machine on Instagram 

showed that TF-IDF Support Vector Machine achieved an accuracy of 94.36%, recall of 94.30%, and F1-score 

of 95.53%. [10] Random Forest had the highest accuracy at 97.16% (AUC 0.996), followed by Support Vector 

Machine at 96.01% (AUC 0.543), and Naïve Bayes at 94.16% (AUC 0.999). 

The researcher selected three algorithms with the highest accuracy from previous studies: Naïve Bayes, 

Decision Tree, and Random Forest. This research aims to compare the accuracy of these three algorithms. The 

data used pertains to the Taylor Swift The Eras Tour film issue sourced from Twitter. Therefore, this research 

can provide a clear comparison of accuracy among these algorithms and determine which yealds the best 

results. 

 

2. MATERIAL AND METHOD 

In this research methodology, the initial step is data collection, followed by the data preprocessing stage, 

which include tokenization and the use of SMOTE. Subsequently, the research involves the implementation of 

three primary models as the main focus. The evaluation phase is then conducted to assess the performance of 

the models. The research methodology flow is illustrated in Figure 1.  

 

 
 

Figure 1. Research Methodology 

 

Based on Figure 1, this research begins by collecting data from Twitter or X from August 1, 2023, until 

November 11, 2023, using keyword ‘taylorswifterastour’. The data was collected in English because gathering 

data in Indonesian yieled only 129 entries. Data preprocessing included cleaning the text by removing emojis, 

symbols, characters, and abbreviations in each tweet, followed by further data cleaning. SMOTE was used to 

address data imbalance. The algorithms used in this research were Naïve Bayes, Decision Tree, and Random 

Forest. The data was split using the Holdout technique with 80% for training and 20% for testing. A compound 

score of 0.05 or higher indicated positive sentiment, -0.05 or lower indicated negative sentiment, and scores in 

between indicated neutral sentiment. 

 

2.1 Sentiment Analysis 

Sentiment analysis is the process of identifying and quantifying the sentiment of text or audio using 

natural language processing, text analysis, computational linguistics and other techniques, with some nuances 

related to the film, such as “grieving” referring to a gloomy or dissapointing film, or “crying” having a positive 

sentiment in a tragedy but a negative one in comedy [11] [12]. In analyzing specific topics or opinions, 

sentiment analysis related to data mining plays an important role in delivering results. Research in sentiment 

analysis includes creating summaries based on emotions, extracting feelings, or thoughts with NLP to monitor 

People's emotions and views on specific topics, products, or services [13] 

 

2.2. Naïve Bayes 

The Naïve Bayes algorithm assumes that the presence of a particular feature in a class is independent 

of other features [14]. Similarly, according to [15] Naïve Bayes assumes that the presence of a specific feature 

in a class is unrelated to the presence of other feature classes, even though these features may depend on each 

other, which affects the probability. The Naïve Bayes algorithm is suitable for small datasets because it typical 

yields good result. However, its effectiveness with small datasets depends on the specific conditions and 

characteristics of the dataset. The general form of the Naïve Bayes theorem is as equation 1. 

 

P(C|X) = (P(X|C). P(C))/(P(X))           (1) 
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Description: 

P(C|X) : Probability of a class C given the attribute X 

P(X|C) : Probability of attribute X appearing in class C 

P(C) : Prior probability of class C 

P(X) : Prior probability of attribute X 

 

2.3. SMOTE 

SMOTE, which stands for Synthetic Minority Over-Sampling Technique, is one of the commonly used 

oversampling methods to address imbalanced datasets by creating synthetic data in the minority class along 

the line connecting some or all of the randomly selected neighbors from the samples [16] [17]. The (simple) 

steps of SMOTE are as follows: 

1. Choose the number k of nearest neighbors to be used and how many times l = N/100 oversampling 

will be conducted. 

2. For each data point x in the class, the key points are: 

a. Randomly select l data points from the k nearest neighbors. 

b. For each data point, create synthetic data by taking a randomly observed data point parallel to 

the existing point x for each observed l. 
3. The result of SMOTE is the initial data plus the oversampling result performed. 

 

Before SMOTE was applied, the difference in data can be observed as table 1. 

 

Table 1.  Amount of Data Before SMOTE 

Class Amount of data 

0 81 

1 175 

2 445 

 

Based on Table 1, class 0 represents negative sentiment with 81 data points, class 1 represents positive 

sentiment with 175 data points, and class 2 represents neutral sentiment with the highest number of data points, 

totaling 445. Due to the imbalance in the number of data points among these classes, SMOT was applied. The 

result of the SMOTE processfor the three classes can be seen in Table 2. 

 

Table 2. Amount of Data after SMOTE 

Class Amount of Data 

0 445 

1 445 

2 445 

  

After applying SMOTE, all three classes now have an equal number of data points, which is 445. Thus, 

the obtained data is now balanced and no longer suffers from imbalance. 

 

2.4. Decision Tree 

The Decision Tree is an algorithm method that utilizes a tree structure to determine the outcome of an 

event. Essentially, a test node predicts an outcome by evaluating the attribute values of a particular instance, 

where each possible outcome is associated with one branch of a subtree [18]. Decision Trees rely on different 

criteria for making predictions, such as the Gini Index and Information Gain, with the Gini Index being the 

most commonly used [19]. The basic formula for a Decision Tree is equation 2. 

 

Gini = 1 − ∑ (Pi)
2

i=1       (2) 

 

In the situation where pi, for the probability of an element being classified into a particular class, the 

equation of a Decision Tree is as equation 3 and 4. 

 

Entropy(S) =  ∑ − pi ∗n
i=1 log2pi                (3) 

 

and 

  

Gain(S, A) = Entropy(S) − ∑
|Si|

|S|

n
i=1 ∗ Entropy(Si)                (4) 
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Where: 

pi : proportion of Si to S 

A : attribute 

I : a possible value for attribute A 
|Si| : number of samples for value i 
|S| : total number of data samples 

 

2.5. Random Forest 

Random Forests is a learning technique used for classification and regression. When handling a new 

case, this method sends the case to each tree to perform classification and determine its class [20]. In essence, 

Random Forest is a combination of many decision trees. The process involves Bagging (Bootstrap 

Aggregating), Decision Trees, and prediction. Random Forest constructs various training datasets to enchance 

the diversity among the combined models using a sequence of classification models {h1(X), h2 (X) … hk(X) 

[21].  

 

2.6. TF-IDF 

TF-IDF is a step in the feature extraction process where each word in a tweet is assigned a weight value 

based on its important in the tweet that has been processed previously [22]. The formula for TF-IDF is as 

equation 5. 

 

TF − IDF(t,d,D) =  TF(d,t) x IDF(t,D)                        (5) 

 

where 

 

TF(d,t) =  
the frequency of term t in d document

the total number of term in document d
                      (6) 

 

IDF(D) = log(
the total number of documents in collection D

1+the number of documents containing term t
)          (7) 

 

and 

t : term being counted for its frequency 

d : document currently being processed 

D : collection of documents 

 

2.7. Word Clouds 

Word Clouds visually depict text-based information by sizing words based on their frequency in a 

document. They are commonly used for analyzing website content and documents, showcasing significant 

words like titles, jounal entries, or tags in a rectangular format. The size and color of each word indicate its 

frecuency and importance [23]. By examining word frequency, intructors can identify patterns or absences of 

specific words and phases in text data [24]. However, word clouds alone may not yield actionable insights, 

necessitating deeper analysis [25]. 

 

3. RESULTS AND DISCUSSION 

This research studies algorithms that analyze opinion sentiment towards films based on twitter data. 

The data was processed using Google Colab tools, including Naïve Bayes, Random Forest, and Decision Tree 

algorithms. 

 

3.1. Naïve Bayes Algorithm 

The accuracy of Naive Bayes is 93.1%, as detailed in the confusion matrix with categories negative, 

positive, and neutral, and in the classfication report, which includes precision, recall, F1-score, and support. 

1. Confusion Matrix 

Based on Table 3, illustrates the performance of the Naïve Bayes algorithm across three categories: 

negative, positive, and neutral. It correctly classified 86 instances as negative, 79 instances as positive, 

and 64 instances as neutral. Classification errors occurred with 8 instances of positive being incorrectly 

classified as negative, 2 instances of positive being incorrectly classified as neutral. 18 instances of 

neutral being incorrectly classified as negative, and 10 instances of neutral being incorrectly classified 

as positive. The illustrates the algorithm’s effectiveness in classifying data, with the majority of 

classfications being correct. 
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Table 3. Naïve Bayes Confusion Matrix 

 Negative Positive Neutral 

Negative 86 0 0 

Positive 8 79 2 

Neutral 18 10 64 

 

2. Classification Report Naive Bayes 

By examining the Naive Bayes classification report, classification can be performed for each class and 

overall. Precision, recall, and F1-score offer insights into the model’s predictive performance for each 

class, while accuracy provides an overall assessment of the model’s ability to make correct predictions. 

 

Table 4. Classification Report Naïve Bayes 

 Precision Recall F1-Score Support 

0 0,77 1,00 0,87 86 

1 0,89 0,89 0,89 89 

2 0,97 0,70 0,81 92 

Accuracy   0,86 267 

Macro Aug 0,88 0,86 0,86 267 

Weighted Aug 0,88 0,86 0,85 267 

 

Based on Table 4, the accuracy achieved with Naive Bayes is 86%, while the highest accuracy is 91%. 

The recall for class 0 is 1.00, indicating that the model can perfectly identify all instances of class 0. 

 

3.2. Decision Tree Algorithm  

The accuracy achieved with the Decision Tree algorithm is 88.9%. Below you can see the Confusion 

matrix for the decision tree, depicting the positiv, negative and neutral class. 

 

1. Cofusion Decision Tree 

Based on Tabel 4, the confusion matrix can be interpreted as a decision tree with predicted categories 

as the first branch and actual categories as the second branch. Out of 91 prediction of negative, 83 

instances were truly negative, 2 were incorrectly classified as positive, and 1 was incorrectly classified 

as neutral. This illustrates the classification flow and the errors that occur with each predicted category 

compared to the actual categories. 

 

Table 5. Confusion Matrix Decision Tree 

 Negative Positive Neutral 

Negative 83 2 1 

Positive 1 88 0 

Neutral 7 12 73 

 

2. Clasification Decision Tree 

Observing the decision tree algorithm's classification report, Precision, recall, F1-Score were evaluated.  

 

Table 6. Classification Report Decision Tree 

 Precision Recall F1-Score Support 

0 0,91 0,97 0,94 86 

1 0,86 0,99 0,92 89 

2 0,99 0,79 0,88 92 

Accuracy   0,91 267 

Macro Aug 0,92 0,92 0,91 267 

Weighted Aug 0,92 0,91 0,91 267 

 

Meanwhile, when comparing the Decision Tree and Random Forest algorithms, the Decision Tree 

achieved the highest accuracy at 91%. The best precision is in class 2, with a percentage of 99%. The 

best recall is 99%, and the best F1-Score is 94%. In this algorithm, class 1 performs the best is compared 

to class 0 and class 3. 

 

3.3. Random Forest Algorithm 

The accuracy obtained was 88%, the best precision was found in class 0 and 2, while the lowest was in 

class 1, with a percentage of 75%. Class 1 had nearly perfect recall at 99%, and the highest F1-Score was in 

class 0, with a percentage of 95%. The following is a table for Random Forest classification.  
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Table 7. Classification Report Random Forest 

 Precision Recall F1-Score Support 

0 0,99 0,92 0,95 86 

1 0,75 0,99 0,85 89 

2 0,99 0,75 0,85 92 

Accuracy   0,88 267 

Macro Aug 0,91 0,89 0,89 267 

Weighted Aug 0,91 0,88 0,88 267 

 

Based on these three tables, after testing three different algorithms with a 20:80 data split, the accuracy 

obtained from each algorithm is high. There is not a significant difference in accuracy among the three 

algorithms: Naive Bayes at 86%, Random Forest at 88%, and the highest, Decision Tree, at 91%. Therefore, 

the best algorithm for analyzing opinion sentiment regarding the Taylor Swift: The Eras Tour film is Decision 

Tree. Figure 2 is a comparison graph of three algorithms tested. 

 

 

Figure 2. Accuracy Comparison of Three Algorithms 

 

Based on Figure 1, the comparison among the three algorithms can be seen, with a notable difference 

between each algorithm, especially between Decision Tree and Naïve Bayes. Thus, after evaluation, it was that 

Decision Tree is the best algorithm with an accuracy of 91%. 

   

3.4 Data Visualization 

Wordcloud is a visualization of a series of words where frequently occurring words are shown in larger 

sizes. This provides an instant visual representation of how often these words appear in a text or a collection 

of documents. 

 

1. Visualization of the Most Frequent Words 

The following is a visualization of the opinions obtained after data cleaning, text cleaning, TF-IDF, and 

SMOTE. Based on the Figure 3, the frequently mentioned words include Swift, Era, Taylor, Tour, 

taylorswift, taylorswifterastour, ticket, eras tour, and friendship. This indicates that these words appear 

frequently in tweets, suggesting a focus on these topics. 

 

Figure 3. Visualization of the word The Most Word 

 

2. Visualization of Positive Wordcloud Opinion 

Based on Figure 4, in the Positive feature aspect of opinion towards the Taylor Swift’s film The Eras 

Tour, the words frequently appear in each tweet are ‘swift’, ‘taylor’, ‘era’, ‘taylorswifterastour’, ‘tour’, 

86%

88%

91%

83%

84%

85%

86%

87%

88%

89%

90%

91%

92%

Naïve Bayes Random Forest Decision Tree

Comparison of Accuracy among Three Algorithms

Accuracy Scores (%)
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‘like’, ‘concert’, ‘friendship’, ‘interest’, ‘ticket’, ‘chief’ , ‘hope’. This indicates that the positive opinion 

of the film have resonated with audiences, especially regarding the recap of Taylor Swift's concert 

recordings across multiple countries and the friendships cultivated backstage during her concert tour. 

 

 

Figure 4. Wordcloud Positive Opinion Visualization 

 

3. Visualizatin of Negative Wordcloud Opinion 

Based on Figure 5, in the negative aspects of opinions regarding Taylor Swift’s film The Eras Tour, the 

words that frequently appear are ‘taylorswifterastour’, ‘taylor’, ‘swift’, ‘ticket’, ‘swift’, ‘sell’, ‘price’, 

‘wrong’, ‘proof’, ‘scam’, ‘gross’, ‘cinema’, ‘hate’, ‘broke’, ‘freak’, ‘scream’, ‘bad’. This indicates that 

some viewers who watched the film complained about the ticket prices, their dislike for the film’s 

visualization, and scams that occurred during the film’s screening in cinemas. These negative opinions 

reflect the audience's experiences and perceptions while watchingTaylor Swift's The Eras Tour. 

 

 

Figure 5. Visualization of Negative Wordcloud Opinions 

 

4. CONCLUSION 

After conducting various series of research, it can be concluded that the Decision Tree algorithm 

achieved the highest accuracy rate at 91% in the sentiment analysis study of the ‘Taylor Swift: The Eras Tour’ 

film. The frequently identified words mainly include the name of the film itself. We also compared it with the 

KNN algorithm, but the accuracy obtained was far below expectations, at 64%. We hope that in future research, 

emotional sentiment can be incorporated to categorize each word tweeted or appearing in sentiment analysis, 

rather than solely relying on positive, negative, and neutral categorizations. 
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