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Abstract 

 
This study extensively compares the efficacy of three clustering algorithms of DBSCAN, K-Means, and X-Means in 

analyzing shopping trend data, utilizing the Davies-Bouldin Index (DBI) for group validity assessment. The dataset, 

sourced from Kaggle.com, encompasses various customer attributes. Results indicate that the DBSCAN algorithm 

demonstrates superior cluster validity, outperforming K-Means and X-Means. Specifically, with an Eps value of 0.3 and 

MinPts value of 3, DBSCAN achieves an optimal DBI value of 0.1973. K-Means follows with a DBI value of 2.2958, 

and X-Means attains its best value (2.5663) with k=3. This research underscores the pivotal role of clustering algorithms 

in understanding shopping trends and customer preferences, offering valuable insights into their comparative 

performance. 
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1. INTRODUCTION 

Shopping is an activity related to interaction, namely interaction with products that later have the 

potential to carry out purchasing activities, especially coming directly to retail stores. The popularity of a 

product can be measured through a number of factors, including frequency of purchase, customer reviews, 

and social engagement. The role of consumers has a significant impact on the advancement of economic 

levels, so manufacturers must prioritise their preferences as a primary focus. This involves decisions taken by 

individuals in choosing between available options, with the possibility of ranking them based on their level of 

happiness, satisfaction, excitement, pleasure and benefits gained [1]. Customer markets are getting more 

complex, creating an impetus to direct attention to homogeneous subpopulation groups within an overall 

heterogeneous market [2]. In this research, we will focus on data mining to do a comparison of algorithms for 

clustering data.  

Finding important connections, patterns, and trends within large data repositories is the process of data 

mining. It is important for a variety of human endeavors because it may reveal, recognize, and extract 

previously undiscovered patterns or information. Due to its capabilities, data mining is becoming more and 

more important in a wide range of application sectors, such as bioinformatics, finance, retail, medical, and 

insurance. Clustering is one of the data mining techniques used in this study [3][4]. Within the domain of 

data science, clustering stands as a valuable tool, serving as a method utilized to discern cluster structures 

within a dataset. These structures are defined by a high degree of similarity among elements within the same 

cluster and significant dissimilarity between separate clusters. Initially utilized by biological and social 

scientists, hierarchical clustering was the first clustering technique adopted. However, cluster analysis has 
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since evolved into a subfield within the broader domain of statistical multivariate analysis [5]. This research 

is important to the shopping world because data mining, especially clustering, can reveal customer buying 

patterns. By analyzing the cluster structure in shopping datasets, it can improve marketing strategies and 

provide new insights into consumer behavior. clustering in this study uses the K-Means algorithm, X-Means 

and DBSCAN. 

The first step of the K-Means algorithm involves creating clusters by assigning a K value initially for 

clustering analysis. Different K values lead to different outputs. Similar characteristics group into one 

homogeneous cluster, while data with distinct characteristics form separate clusters [6]. X-means clustering 

addresses a key limitation of K-means, especially the need for prior knowledge of the number of clusters (K). 

Unlike K-means, X-means autonomously estimates the optimal K value in an unsupervised manner, relying 

solely on the dataset without predetermined input. Generally, K-Means is widely recognized and commonly 

used for data clustering [7].  

Density-Based Spatial Clustering of Applications with Noise (DBSCAN), an unsupervised clustering 

technique, utilizes density as a key factor to detect clusters of diverse shapes [8]. A noteworthy example of a 

robust density-based algorithm is DBSCAN, which operates in two stages: firstly, identifying core points as 

clusters with high density, and secondly, grouping reachable points around these core points to form clusters. 

[9].  

Previous research conducted in 2022, Comparative analysis of clustering algorithms for determining 

employee performance using Davies Bouldin Index shows that the K-Means algorithm is the most effective 

in determining employee performance data within the specified cluster criteria. This algorithm showed the 

lowest DBI value among the considered algorithms, with a value of 0.377, outperforming the second k-

medoids algorithm (DBI = 0.930) and the x-means algorithm (DBI = 0.497) [10]. 

Then further research in 2020 tested the performance of the DBSCAN algorithm in density-based 

clustering, detailing the experimental results on three different data sets. The experimental analysis shows 

that the algorithm has a higher degree of homogeneity and diversity when applied to personalized clustering 

on data with non-uniform density, especially on data that has highly variable and gradually sparse density 

values[11]. 

From the explained details, a comparison of clustering algorithms, namely DBSCAN, k-means, and x-

means, will be conducted on shopping data using the Davies-Bouldin Index (DBI) as a cluster validity 

measure. This aims to determine the best algorithm for grouping the shopping data. 

 

2. MATERIAL AND METHOD  

The research phase undergoes multiple steps, and the research flow is depicted in Figure 1. The 

research methodology is outlined in the same figure. Commencing with data collection, the study then 

proceeds to preprocess the data by removing irrelevant attributes and addressing noisy data records. 

Following this, the classification process utilizes the K-Means, DBSCAN, and X-Means algorithms, with the 

ultimate step involving an evaluation. 

 

 

Figure 1. Research Methodology 

 

2.1. Data Collecting 

A key obstacle in the development of machine learning is data collecting, which is the subject of 

research being done by several communities [12]. The data collection process can be done directly or online 

by searching for datasets that are suitable for the research topic. In this research the dataset is sourced from 

Kaggle.com. 

 

2.2. Data Pre-Processing 

Data pre-processing is a crucial step in the information mining stage [13]. The process of preparing 

the data requires a significant amount of processing time [14]. Data preparation includes tasks like removing 
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noise from the dataset and replacing any missing values. All of this is done in preparation for the next phase. 

Data cleansing and modification are among the activities included in the data preparation process [15]. 

 

2.3. Clustering 

Cluster analysis is a commonly employed unsupervised pattern recognition method that aims to reveal 

inherent patterns within a dataset [16]. This approach seeks to assess anomalies in data objects by evaluating 

their relationships with clusters. Anomalies are identified among data objects that do not belong to any 

specific cluster or are included in distant clusters, categorizing them as anomaly points. In contrast to 

alternative approaches, clustering-based methods are versatile across various types of data and exhibit 

varying effectiveness. Detection tasks can be accomplished without requiring comprehensive knowledge of 

anomaly detection [17]. 

 

2.4. K-Means 

Data is grouped into one or more clusters using the non-hierarchical K-Means clustering technique 

depending on how comparable the attributes are between the individual data points. Different clusters are 

created from data with unique properties[18]. Samples are first allocated to the cluster's closest center. To 

begin, the sample's distance from the beginning center is determined. Next, an overall sample average is 

obtained for each cluster. Finally, the process is repeated until the centers converge and the difference 

between successive iterations hits a threshold that is small enough [19] The Euclidean distance between two 

points, p and q, in an n-dimensional space, equation 1 and 2. 

 

𝐷(𝑝, 𝑞) =  √∑ (𝑝𝑖 − 𝑞𝑖)2𝑛
𝑖=1                                                                 (1) 

 

Cluster Center (Centroid): 

 

𝐶𝑖 =
1

|𝑆𝑖|
∑ 𝜒𝑥∈𝑆𝑖                                                                         (2) 

  

The K-Means algorithm aims to minimize the variance within each cluster, measured as the sum of 

squared Euclidean distances between each data point and its cluster center. The objective function formula 3 

optimized by K-Means. 

 

𝐽 =  ∑ ∑ 𝐷(𝑥, 𝐶𝑖)2𝑥∈𝑆𝑖
𝐾
𝑖=1                                                                   (3) 

 

The primary objective of this algorithm is to minimize the value of the objective function J. The 

iterative process mentioned above converges to a solution where the cluster assignments and cluster centers 

do not change significantly. 

 

2.5. DBSCAN 

DBSCAN is a density-based data clustering method, where clustering is based on the number of data 

points (minimum points) contained within a radius Eps (ε) around each data point [20] The concept of 

density leads to three states for each data point: noise points (inaccessible by core points and not part of the 

boundary), core points (centers of clusters based on density, requiring a certain number of points within Eps), 

and boundary points (serving as boundaries around cluster centers). DBSCAN conducts data clustering based 

on input parameters epsilon and minpts. The resulting clusters from DBSCAN depend on the values set for 

these two parameters. In the clustering procedure of the DBSCAN method, Euclidean distance is employed 

to calculate the distance from a point to a randomly pre-determined centroid (C) [21] 

Ester Martin is the developer of the data clustering technique known as the DBSCAN algorithm [22] 

and it focuses on clustering based on data density. DBSCAN can identify clusters with different shapes at 

particular density thresholds. The essential principles of DBSCAN include the following concepts [23]:  

1. Start by setting up initial input parameters, such as the minimum number of points required in a 

cluster (MinPts) and the allowable distance between points within a cluster (Epsilon). 

2. Next, choose a random starting point (p). 

3. Compute the Eps distance (d_ij) between point p and all other points considered "density reachable" 

from p using the Euclidean distance formula 4. 

 

𝑑𝑖𝑗 = √ ∑ (
𝒑
𝒂 𝑥𝑖𝑎  −  𝑥𝑗𝑎)2                                                                   (4) 
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Where the variable x_ia refers to the a-th attribute of object i, and d_ij is the result of the Euclidean 

distance. 

4. If there are over MinPts points within the Eps distance, point p is designated as a "core point," 

resulting in the formation of a cluster. 

 

The primary objective of this algorithm is to minimize the value of the objective function J. The 

iterative process mentioned above converges to a solution where the cluster assignments and cluster centers 

do not change significantly. 

 

2.6. X-Means 

X-means clustering addresses a primary limitation of K-means clustering, which necessitates prior 

knowledge about the number of clusters (K). Unlike K-means, X-means does not require a predetermined K 

value; instead, it estimates the optimal K value autonomously based solely on the dataset. The method 

employs Kmax and Kmin as the upper and lower boundaries for potential values of K. In the initial stage of 

X-means clustering, with X set to Xmin, the algorithm identifies the initial structure and centroids. 

Subsequently, each cluster within the estimated structure serves as a parent cluster, subject to further division 

into two groups in the subsequent step [24].  

The X-Means algorithm equation is developed through two steps [25]: 

1. Initialization of the cluster values (k). 

2. Following this, the geometric distance formula is employed to compute the distance between every 

cluster center and each individual data point. 

 

𝑑𝑖𝑗 = √ ∑ = 1 (𝒏
𝒌 𝒳𝑖𝑘  −  𝒳𝑗𝑘)                                                                (5) 

 

3. The next step involves determining new cluster centers for each k value by calculating the average 

attribute values within the cluster. 

4. The subsequent step is to optimize the values of each cluster obtained by calculating their 

characteristics. 

5. In the final step, the process loops back to the second step until there is no further exchange with other 

clusters or until reaching the maximum iteration limit. 

 

2.7. Unsupervised Learning 

Unsupervised machine learning (ML) techniques have a crucial role in analyzing raw datasets, 

assisting in the extraction of analytical insights from unlabeled data. Significant advancements in hierarchical 

learning, clustering algorithms, factor analysis, latent models, and outlier detection have substantially 

advanced the forefront of unsupervised ML methods. Notably, recent progress in unsupervised ML, 

exemplified by the introduction of "deep learning" techniques, has played a significant role in driving this 

evolution [26].  

 

2.8. DBI 

The Davies-Bouldin (DB) validity index calculates the average of the average values for each data 

point in a dataset. The computation involves summing up compactness values for each point and then 

dividing this sum by the distance between the respective cluster center points, serving as a measure of 

separation [27]. 

 

3. RESULTS AND DISCUSSION  

3.1. Data Collecting 

The dataset requirement for this research is fulfilled through Kaggle. The Customer Shopping 

Preference Dataset is the source of the study's data. Customer age, gender, purchase amount, preferred 

payment method, frequency of purchases, and feedback rating are some of its characteristics. Furthermore, 

information is provided on the type of items purchased, shopping frequency, preferred shopping seasons, and 

how they interact with special offers with a 3899-record library and 18 field indicated in Table 1. 

 

Table 1. Dataset for research 

Customer 

ID 
Age Gender 

Item 

Purchased 
Category 

Purchase 

Amount 

(USD) 

Location … 

Frequency 

of 

Purchases 

1 55 Male Blouse Clothing 53 Kentucky … Fortnightly 

2 19 Male Sweater Clothing 64 Maine … Fortnightly 

3 50 Male Jeans Clothing 73 Massachusetts … Weekly 

4 21 Male Sandals Footwear 90 Rhode Island … Weekly 
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Customer 

ID 
Age Gender 

Item 

Purchased 
Category 

Purchase 

Amount 

(USD) 

Location … 

Frequency 

of 

Purchases 

5 45 Male Blouse Clothing 49 Oregon … Annually 

… … … … … … … … … 

3895 66 Female Skirt Clothing 78 Connecticut  Weekly 

3896 40 Female Hoodie Clothing 28 Virginia  Bi-Weekly 

3897 52 Female Backpack Accessories 49 Lowa  Quarterly 

3898 46 Female Belt Accessories 33 New Jersey  Weekly 

3899 44 Female Shoes Footwear 77 Minnesota … Quarterly 

 

3.2. DBSCAN Algorithm 

The clustering process is carried out through the implementation of the DBSCAN algorithm with 

experiments involving different values of epsilon (Eps) and MinPoints (MinPts). The range of Eps values 

explored in this study is between 0.3 and 0.5 with a MinPts value of 5, while for the range of 0.3 to 0.6, the 

MinPts value used is 3. Subsequently, cluster validity testing is conducted using the Davies-Bouldin Index 

(DBI). The DBI values based on the clustering results using DBSCAN can be observed in Figures 2 and 3. 

 

 

Figure 2. DBI Value with MinPts 3 

 

 

Figure 3. DBI Value with MinPts 5 

 

Figures 2 and 3 show the test results of the DBSCAN algorithm using the Davies-Bouldin Index 

(DBI) to evaluate the validity of the best cluster results. The experiment results show that the DBI reaches the 

best value of 1.1973 when using Min_Pts 3 and eps value 0.3 and and eps value 0.3 and can be seen in Figure 

2. 

 

1,1973 1,2933
1,5493

2,8858

DBI value of DBSCAN with min_pts 3

eps 0,3

eps 0,4

eps 0,5

eps 0,6

1,3393

1,5728

2,3520

eps 0,3 eps 0,4 eps 0,5

DBI value of DBSCAN with min_pts 5

eps 0,3

eps 0,4

eps 0,5
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3.3. K-Means Algorithm 

Based on the K-Means algorithm calculations, cluster validity is assessed using the Davies-Bouldin 

Index (DBI) method with cluster experiments ranging from k=2 to k=11. The DBI values from the 

calculations using the K-Means algorithm are presented in the following Figure 4. 

 

 

Figure 4. DBI Value of K-Means 

 

In Figure 4, it can be seen testing the validity of cluster results in the k-means algorithm using DBI, 

the experiment was carried out from cluster 2 to cluster 10, from 9 times the experiment obtained the best 

cluster validity results, namely in cluster 2 with a validity value of 2.2958. 

 

3.4. X-Means 

Data clustering experiments were conducted using the X-means algorithm. The clustering process was 

carried out from cluster 3 to cluster 11 with a total of 9 experiments. The experiment was validated using 

DBI to see the best clusters that could be generated. Of the nine experiments, the best cluster was cluster 3 

with a DBI value of 2.5663. The value of X-Means can be shown in Figure 5. 

 

 

 Figure 5. DBI Value of X-Means 

 

3.5. Comparison Results of the Algorithms 

Comparison of the DBSCAN, K-Means, and X-Means algorithms is conducted based on the quality of 

the clusters formed, as determined by the calculation of the Davies-Bouldin Index (DBI) values. The 

following are the results of the graph comparison of DBI values to determine the best cluster quality. The 

value of comparison algorithm can be shown in Figure 6. 

The best cluster validity results between the DBSCAN, K-Means and X-Means algorithms, using the 

Davies-Bouldin Index (DBI) method, reveal that the DBSCAN algorithm attains its optimum value in the 

experiment with Eps value of 0.3 and a MinPts value of 3, yielding a value of 0.1973. Meanwhile, the K-

Means algorithm obtained the best value of 2.2958. On the other hand, the X-Means algorithm achieves its 

best value in the experiment with k=3 yielding a value of 2,5663. Therefore, in this study, it is evident that 

2,2958
2,5610

2,8381 2,9553 2,9746 3,0944
2,9246

2,7537 2,6939 2,6246

K=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10 k=11

DBI value of K-Means

K=2

k=3

k=4

k=5

k=6

k=7

k=8

k=9

2,5663

2,9758
2,8153

3,2381

2,7668
2,9107 2,8920

2,6883 2,6793

k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10 k=11

DBI Value of X-Means

k=3

k=4

k=5

k=6

k=7

k=8

k=9

k=10

k=11
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the DBSCAN algorithm exhibits more optimal cluster validity results compared to theK-Means and X-Means 

algorithm. 

 

 

Figure 6. Graph of Comparison Results of the Algorithms 

 

4. CONCLUSION  

This study compares DBSCAN, K-Means, and X-Means algorithms based on cluster validity using 

the Davies-Bouldin Index (DBI) method. The DBSCAN algorithm showed the most optimal cluster validity 

results, followed by the K-Means algorithm and then the X-Means algorithm. The optimal DBI value for 

DBSCAN algorithm was obtained with Eps value of 0.3 and a MinPts value of 3, while K-Means algorithm 

achieved the best value with k=2. The X-Means algorithm achieved the best value with k=3. This study 

provides insight into the performance of these clustering algorithms. 
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