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Abstract 

 
Service quality and airline passenger satisfaction are the main factors in business success in the modern aviation industry. 

This research compares the performance of supervised learning algorithms, namely K-Nearest Neighbor (K-NN), Naïve 

Bayes, Decision Tree, Random Forest, and Support Vector Machine (SVM), to predict passenger satisfaction. The k-fold 

cross-validation method with k=20 was applied to ensure comprehensive model evaluation by dividing the data 

proportionally. Using a high value of 𝑘 was chosen to optimize the stability of the model estimates, reduce the risk of 

overfitting, and produce more accurate evaluation metrics. The research results show that the Random Forest algorithm 

provides the highest accuracy of 95.78%, followed by Decision Tree (93.82%) and K-NN (91.85%). These results 

indicate that the Random Forest algorithm better classifies passenger satisfaction than other algorithms. This research 

confirms the potential of machine learning algorithms as a practical solution in data analysis to support strategic decision-

making, especially for airlines that want to improve customer experience. 
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1. INTRODUCTION 

Flight experience is now the main aspect that differentiates one airline from another. According to 

Baker (2013), airlines allocate resources to meet high-quality standards, maintain superior service, and ensure 

passenger satisfaction [1]. Since the 2000s, technological advances have provided access to a wealth of 

information, making airline customers more aware of the market and competitors. With increased bargaining 

power, customers now have a dominant role in company-consumer relationships [2]. In the aviation industry, 

service quality and passenger satisfaction are increasingly considered crucial elements in business 

performance and key strategies for achieving a competitive advantage [3]. The services most directly felt by 

airline customers are the in-flight services provided by flight attendants and the facilities on board the 

aircraft. Passengers usually rate airlines based on their satisfaction with the service experience [4]. Evaluation 

of airline service quality can be done by measuring consumer satisfaction using data mining techniques. One 

approach used is a classification model to predict passenger satisfaction [5]. 

Various data mining algorithms have been applied to predict airline passenger satisfaction levels with 

varying results. In this research, five machine learning algorithms were selected: Random Forest, K-Nearest 

Neighbors (K-NN), Decision Tree, Naïve Bayes, and Support Vector Machine (SVM). The selection of these 

algorithms is based on their unique advantages. Random Forest is known for its ability to visualize feature 

importance, ease of interpretation, and resistance to overfitting [6]. K-NN is a simple algorithm that does not 

require initial training and performs well without assuming data distribution [7]. Decision Tree is efficient for 

large datasets, easy to visualize, and quickly generates decision rules [8]. Naïve Bayes is effective in 

handling both quantitative and qualitative data, requires minimal data, and is simple to implement [9]. 

Meanwhile, SVM offers clear visualization for data separation, making it suitable for pattern recognition 
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tasks [10], though it poses challenges when applied to large-scale problems [11]. Several previous studies 

have explored the effectiveness of these algorithms in predicting airline passenger satisfaction. A study by 

A.C.Y. Hong et al. (2023) utilized Random Forest, K-NN, Decision Tree, and Naïve Bayes, reporting that 

Random Forest achieved the highest accuracy of 89.29% with a 75:25 train-test split, followed by K-NN 

(87.20%), Decision Tree (82%), and Naïve Bayes (76.80%) [12]. Another study by B. Herawan Hayadi et al. 

(2021) demonstrated similar results, with Random Forest achieving 99.1% accuracy when using a max depth 

of 17 [4]. Despite these findings, prior studies have not incorporated the SVM algorithm, which has been 

widely recognized for its robustness in classification tasks such as pattern recognition and satellite image 

classification. This study differs from previous research by incorporating SVM alongside Random Forest, K-

NN, Decision Tree, and Naïve Bayes in airline passenger satisfaction prediction. While prior research has 

largely focused on Random Forest as the most effective algorithm, this study explores whether SVM can 

offer competitive performance. Additionally, by comparing all five algorithms within the same dataset, this 

research aims to provide a more comprehensive evaluation of their predictive capabilities. 

This research aims to predict future passenger satisfaction using machine learning algorithms. This 

research will use data taken from Kaggle to compare classification algorithms such as K-NN, Naive Bayes, 

Decision Tree, Random Forest, and SVM. The main goal is to determine the algorithm that provides the 

highest accuracy for classifying passenger satisfaction levels. Apart from that, this research also tries to 

identify features that have a strong correlation with the level of passenger satisfaction. The results of this 

study can serve as a guide for airlines to improve their services to match customer expectations while 

strengthening their competitiveness in the market. 

 

2. MATERIAL AND METHOD 

This research methodology was designed to compare the performance of classification algorithms 

(Decision Tree, K-NN, Naive Bayes, Random Forest, and SVM) in predicting airline passenger satisfaction. 

The stages of the research methodology are explained as figure 1.  

 

 

Figure 1. Research Methodology 

 

2.1. Data Collection  

The dataset used in this research is publicly available and has been utilized by other researchers, as it 

is sourced from Kaggle. The dataset, titled "Airline Passenger Satisfaction", is a classification dataset 

containing approximately 25,000 records with 25 attributes that capture various aspects of customer profiles, 

travel experiences, and satisfaction levels. Several studies have previously used this dataset to analyze and 

predict airline passenger satisfaction. For instance, A.C.Y. Hong et al. (2023) applied multiple machine 

learning algorithms, including Random Forest, K-NN, Decision Tree, and Naïve Bayes, and reported that 

Random Forest achieved the highest accuracy of 89.29% [12]. Similarly, B. Herawan Hayadi et al. (2021) 

utilized this dataset and demonstrated that Random Forest with a max depth of 17 achieved an accuracy of 

99.1% [4]. These prior studies indicate that this dataset is well-suited for machine learning-based prediction 

tasks due to its comprehensive features and balanced class distribution. Given the proven effectiveness of this 

dataset in previous research, this study aims to further explore its potential by evaluating additional 

algorithms, including SVM, and comparing their predictive performance in determining airline passenger 

satisfaction. 
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2.2. Preprocessing Data 

After the data is collected, the next step is to prepare the data systematically before carrying out 

analysis using a machine learning model. This process is known as Data Preprocessing, which aims to clean 

and modify the data to make it more suitable for model training. This stage includes handling missing data, 

deleting irrelevant data, and data normalization [9]. Data preprocessing aims to prepare the dataset so that it 

can be processed using data mining algorithms. This process includes handling missing or incomplete data 

[10]. 

 

2.3. Classification 

Classification is a grouping process, namely collecting similar objects or entities and separating 

different objects or entities [15]. Data grouping is the process of organizing data based on the similarity of 

features resulting from the extraction of certain parameters. Classification also involves grouping data with 

other data that has similar characteristics [16]. 

 

2.4. K-Fold Cross-Validation 

K-Fold Cross-Validation is a method used to divide a dataset into training and testing data. This 

method divides the data into k proportional subsets. This process is carried out repeatedly k times, with each 

subset taking turns being the test data, while the other subset is used for training [17]. This technique divides 

the data into 'k' folds to define the data used in training and testing [18]. 

 

2.5. K-Nearest Neighbor (K-NN) 

K-NN is an algorithm that is included in the supervised learning technique and is known as one of the 

easiest algorithms to implement in Machine Learning. Although it can be used for both classification and 

regression, K-NN is generally used more often for classification purposes [19]. The working principle of K-

NN is to find the shortest distance between the data to be evaluated and the K nearest neighbors of the 

training data [20]. K-NN determines the class of an instance based on the majority of the classes of its k 

nearest neighbors. The selection of k should be considered with certain techniques and should preferably be 

odd in binary classification to avoid draws. The performance of K-NN also depends on the distance 

measurement method used [21]. 

The most common distance calculation used in calculations on the K-NN algorithm is using Euclidean 

distance calculations. The formula is like equation (1). 

 

euc =  √(∑(pi −  qi) 2 ) n i = 1          (1) 

 

Here, pi and qi are the values of each variable in the ith dimension, and n is the number of dimensions. This 

formula measures geometric distance by adding the squares of the differences between each pair of values 

and then taking the square root. 

 

2.6.     Decision Tree 

Decision trees are hierarchical trees built by partitioning data into several sets based on input 

variables, as a data mining method for item classification. This decision tree has several types, such as ID3, 

CART, C4.5, and so on [22]. This technique aims to identify optimal decision rules to more accurately 

predict individual classes based on certain variables [23]. 

To build a decision tree, the first step is to determine the attribute that will be used as the root[17]. 

This selection is based on the lowest entropy value and the highest gain value. Entropy is calculated using 

equation (2). 

 

Entropy(y)  =  ∑
n

i = 1
 −  pi log2  pi   = 1    (2) 

 

Where pi is the probability of each class in the dataset. After the entropy is calculated, the next step is to 

calculate the gain value using formula (3). 

  

Gain (y,A) =  Entropy (y, A) − ∑ c ∈ nilai (A)
yc

y
 entropy (yc)              (3) 

 

Where yc  is a subset of data based on the value of attribute A. The gain value indicates how much the 

attribute reduces uncertainty. Next, a branch is created for each attribute value, and the data on each branch is 

divided based on the attribute value. This process is repeated on each branch until all data has the same class 

or meets certain criteria. 
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2.6. Naïve Bayes 

Naïve Bayes is a simple probabilistic prediction method, which relies on the application of Bayes' 

theorem or rules with strong independence assumptions (naïve). The Bayes method itself is a statistical 

approach used to draw inductive conclusions in classification problems [25]. The steps in the Naive Bayes 

process are calculating the number of classes or labels, calculating the number of possibilities per class, 

multiplying all class variables, and comparing the results of the multiplication per class [26]. Bayes' theory is 

expressed mathematically as equation (4). 

 

P(B)  =  
P(A)P(A) 

P(B)
          (4) 

 

Where P(B ∣ A) is the conditional probability of event B occurring given that condition A has occurred. The 

value P(A ∣ B) is the conditional probability of event A if B has occurred, P(B) is the probability of event B 

occurring, and P(A) is the probability of event A occurring. This equation is used to update confidence in a 

hypothesis (event B) based on emerging new evidence (event A). 

 

2.7. Random Forest 

RF is an ensemble learning method introduced by Breiman to handle classification and regression 

problems [27]. RF is a popular machine learning algorithm for classification research of various types of 

data, which improves accuracy by building multiple decision trees [28]. The Random Forests (RF) formula 

uses entropy and information gain equations to determine the best division in building a decision tree. 

Entropy, expressed by equations (5) and (6). 

 

Entropy (Y) = − ∑ i p ( c | Y ) log2  p ( c | Y )         (5) 

 

Measures the degree of irregularity or uncertainty in the set of cases Y. Here, Y is the set of cases, 

while p(c ∣ Y) is the proportion of cases in Y that belong to class c. The lower the entropy value, the greater 

the homogeneity of the data in a class. Then, information gain is used to evaluate how effectively certain 

attributes separate data into classes. The information gain equation is expressed as: 

 

Information gains (Yes) = Entropy (Y)  = − ∑ εvalues (a)v   
Yv

Ya
 Entropy (Yv )   (6) 

 

Where values(a) is the set of values for attribute a, Yv is a subset of data Y for value v, and Ya  is the entire 

data relevant to attribute a. This formula measures the difference between the initial entropy and the average 

entropy after division by a particular attribute, giving an idea of how much uncertainty that attribute has 

reduced. 

 

2.8. Support Vactor Machine (SVM) 

The SVM algorithm is a method used to analyze data and recognize patterns in the classification 

process [16]. The main goal of SVM is to find the hyperplane with the maximum margin that can separate the 

classes linearly [29]. SVM is known to have superior performance compared to other classifiers, especially 

for problems that are not linearly separable. In such cases, SVM with a non-linear kernel such as RBF is the 

right choice. SVM is also effective in high-dimensional spaces, such as text classification, although its 

training time is relatively long [30]. The Support Vector Machine (SVM) equation is found in equation (7). 

 

f(x) = wt ϕ(x) + b     (7) 

 

Where f(x) is the decision function used to separate data into certain classes. The parameter w represents the 

weight or vector that indicates the direction and scale of the separating hyperplane. is a collection of variables 

or features of the data. The feature transformation function ϕ(x)  is used to map data from the original space 

to a higher feature space so that non-linear data becomes linearly separable. Meanwhile, b  is the bias, which 

functions to adjust the hyperplane position in feature space. This equation is the essence of SVM in 

determining the optimal separator that maximizes the margin between data classes. 

 

2.9. Confusion Matrix 

Confusion Matrix is a classification performance evaluation method that compares true and false data. 

This matrix calculates accuracy, precision, recall, and error rate to assess model performance based on the 

level of correctness and error of the classification results[20]. Confusion Matrix is a table that displays the 
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number of test data that are correctly classified and the number of test data that are incorrectly classified [17]. 

The Confusion Matrix diagram can be seen in Figure 2. 

 

 

Figure 2. Confusion Matrix Diagram 

 

3. RESULTS AND DISCUSSION  

3.1. Initial Data 

The first step in this research is collecting data. The dataset used in this research contains 25,975 

records about airline passenger satisfaction, obtained from Kaggle (https://www.kaggle.com/datasets/teejmah

al20/airline-passenger-satisfaction). This dataset includes 25 attributes. Before entering the classification 

stage, data analysis is carried out first to understand each variable. This process involves data pre-processing 

to ensure the data is ready to be processed thoroughly. 

 

Table 1. Airline Passenger Satisfaction Dataset 

Unnamed: 

0 
id Gender 

Customer 

Type 
Age ... Cleanliness 

Departure 

Delay in 

Minutes 

Arrival 

Delay in 

Minutes 

Satisfaction 

0 19556 Female 
Loyal 

Customer 
52 … 5 50 44.0 Satisfied 

1 90035 Female 
Loyal 

Customer 
36 … 5 0 0.0 Satisfied 

2 12360 Male 
Disloyal 

Customer 
20 … 2 0 0.0 

Neutral or 

dissatisfied 

3 77959 Male 
Loyal 

Customer 
44 … 4 0 6.0 Satisfied 

4 36875 Female 
Loyal 

Customer 
49 … 4 0 20.0 Satisfied 

… … … … … … … … … … 

25973 37675 Female 
Loyal 

Customer 
17 … 2 0 0.0 

Neutral or 

dissatisfied 

25974 90086 Male 
Loyal 

Customer 
14 … 4 0 0.0 Satisfied 

25975 34799 Female 
Loyal 

Customer 
42 … 1 0 0.0 

Neutral or 

dissatisfied 

 

3.2. Preprocessing Data 

Pre-processing is a stage carried out by eliminating inappropriate data or changing data into a form 

that is easier to process by the system. The processed data will be cleaned first to remove unwanted data such 

as unnamed, ID, etc. so that the results will be as shown in Table 2. 

 

Table 2. Preprocessing Dataset 

Gender 
Customer 

Type 
Age 

Type of 

Travel 
Class ... 

Checkin 

service 

Inflight 

service 
Cleanliness Satisfaction 

Female 
Loyal 

Customer 
52 

Business 

Travel 
Eco … 2 5 5 Satisfied 

Female 
Loyal 

Customer 
36 

Business 

Travel 
Business … 3 4 5 Satisfied 

Male 
Disloyal 

Customer 
20 

Business 

Travel 
Eco … 2 2 2 

Neutral or 

dissatisfied 

Male 
Loyal 

Customer 
44 

Business 

Travel 
Business … 3 1 4 Satisfied 

Female 
Loyal 

Customer 
49 

Business 

Travel 
Eco … 4 2 4 Satisfied 

… … … … … … … … … … 
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Gender 
Customer 

Type 
Age 

Type of 

Travel 
Class ... 

Checkin 

service 

Inflight 

service 
Cleanliness Satisfaction 

Female 
Loyal 

Customer 
17 

Loyal 

Customer 
Eco … 5 4 2 

Neutral or 

dissatisfied 

Male 
Loyal 

Customer 
14 

Loyal 

Customer 
Business … 4 5 4 Satisfied 

Female 
Loyal 

Customer 
42 

Loyal 

Customer 
Eco … 1 1 1 

Neutral or 

dissatisfied 

 

In the data pre-processing stage, this research utilized the Python programming language and the 

Google Colab platform. The initial data preparation process includes steps such as cleaning, filtering, and 

trimming. Some features that are not used in this research are Unnamed: 0, id, Departure Delay, Arrival 

Delay, Departure/Arrival time convenient, and Flight Distance. Unnamed Feature: 0 and id are the line 

numbers in the CSV file and unique identification of each record, so they are not relevant for analysis. 

Meanwhile, Departure Delay, Arrival Delay, Departure/Arrival time convenience, and Flight Distance are not 

used because they have a low negative correlation with the passenger satisfaction level classification. 

 

3.3. K-Nearest Neighbor 

In this research, the classification process was carried out using the Google Colab platform and the 

first algorithm model used was K-NN. Model validation was carried out using the k-fold cross-validation 

method with k=20. The value k=20 was chosen because the dataset used is quite large (27,975 records), so 

dividing the data into 20 subsets still produces representative training and testing data groups. This method 

allows each subset to be used alternately as training and testing data. This approach is designed to provide a 

more comprehensive evaluation of model performance, reduce the risk of overfitting, and ensure more 

accurate and reliable results. The results of the K-NN algorithm can be seen in Figure 3. 

 

 

Figure 3. K-NN Classification Results 

 

Based on Figure 3, the analysis results show that the classification model with the K-Nearest 

Neighbors (K-NN) algorithm produces an accuracy value of 91.85%, precision of 92.17%, and recall of 

91.33%. These results reflect that the model has quite good performance in classifying data, with high 

accuracy and precision. A precision value that is higher than recall indicates that most of the positive 

predictions made by the model are correct (low false positives), although there are still some positive cases 

that are not detected (false negatives). This shows that the model tends to be more selective in predicting the 

positive class, resulting in more precise predictions, but potentially missing some important data. To improve 

model performance, further optimization is needed, especially to increase the recall value. This step will help 

the model be more sensitive in detecting all positive cases consistently. Optimization can be done by 

adjusting the parameter 𝑘, choosing a more appropriate distance metric, or performing better data 

preprocessing, such as normalization or feature selection. 

 

3.4. Decision Tree 

The next classification process is carried out using a decision tree algorithm model, the process is also 

carried out using the same platform, namely, Google Colab, and the same validation, namely 20-Fold. The 

results of the DT algorithm can be seen in Figure 4. 

 

91,85%

92,17%

91,33%

90,80%

91,00%

91,20%

91,40%

91,60%

91,80%

92,00%

92,20%

92,40%

Accuracy Precision Recall

K-NN
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Figure 4. Decision Tree Classification Results 

 

Based on Figure 4, the use of the decision tree algorithm in classifying airline passenger satisfaction 

produces an accuracy value of 93.82%, which reflects a very good level of accuracy. The precision value 

obtained was 93.71%, slightly lower than the accuracy, while the recall value reached 93.76%, which shows 

good performance in detecting positive cases. The classification results using decision trees show that this 

model has very good performance in classifying data. 

High accuracy and recall values indicate that the model is able to recognize patterns well while 

detecting the majority of positive cases. In addition, the precision value which is close to the recall shows that 

the positive predictions produced are mostly correct, reflecting the suitability of the model to the data used. 

 

3.5. Naïve Bayes 

The next classification process is carried out using the Naïve Bayes algorithm and also uses the same 

validation. The results of this algorithm can be seen in Figure 5. 

 

 

Figure 5. Naïve Bayes Classification Results 

 

Based on Figure 5, the use of the Naïve Bayes algorithm in classifying airline passenger satisfaction 

produces an accuracy value of 86.45%, precision of 86.43%, and recall of 86.01%. Overall, the Naïve Bayes 

algorithm is quite good at classifying data, especially because the precision value is close to accuracy 

indicating that most of the positive predictions are correct. However, more attention needs to be paid to 

recall, because a low recall value indicates that several positive cases were not detected by the model. This is 

important to improve, especially in a context where detecting all positive cases is a priority. 

 

3.6. Random Forest 

The fourth classification process will use the Random Forest algorithm model. The results can be seen 

in Figure 6. 

Based on Figure 6, the use of the Random Forest algorithm in classifying airline passenger satisfaction 

produces an accuracy value of 95.78%, which reflects a very good level of accuracy. The resulting precision 

value was 95.83%, slightly higher than accuracy, while the recall value reached 95.9%, which is the highest 

value among other metrics. This shows that the model has a very good performance in detecting positive 

cases. The classification results using the Random Forest algorithm show very good performance in 

classifying data. A high recall value indicates that the model can detect the majority of positive cases well, 

93,82%

93,71%

93,76%

93,65%

93,70%

93,75%

93,80%

93,85%

Accuracy Precision Recall

Decision Tree

86,45% 86,43%

86,01%

85,70%

85,80%

85,90%

86,00%
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reflecting its ability to recognize relevant patterns in the data. In addition, a precision value that is close to the 

recall value indicates that most of the positive predictions produced by the model are correct, so the error rate 

in producing false positive predictions is relatively low. 

 

 

Figure 6. Random Forest Classification Results 

  

However, there is still an opportunity to improve precision and recall simultaneously, especially if 

certain applications require higher positive prediction accuracy. This improvement can be achieved through 

adjusting model parameters or more optimal data processing. 

 

3.7. Support Vector Machine (SVM) 

The final classification process will use the SVM algorithm model, the process and validation also use 

the same techniques as the previous algorithm models. The results can be seen in Figure 7. 

 

 

Figure 7. SVM Classification Results 

  

Based on Figure 7, the Support Vector Machine (SVM) algorithm used for airline passenger 

satisfaction classification produces the same accuracy and recall values of 87.22%, while the precision value 

is slightly higher, namely 87.25%. These results show that the SVM model has quite good performance, even 

though it is not optimal. The accuracy and recall values of 87.22% indicate that the model can recognize 

patterns and detect the majority of positive cases well. However, this performance can still be improved 

further to produce a more optimal classification. 

 

3.8. Comparison of Results 

This analysis section discusses the comparison of classification results using the K-NN, Decision 

Tree, Naïve Bayes, Random Forest, and SVM algorithms. This research uses the k-fold cross-validation 

method with a value of k=20, which ensures that the model evaluation is carried out thoroughly. This 

approach is applied to classify airline passenger satisfaction, resulting in a more accurate and reliable 

assessment of model performance. From a series of experiments carried out with these five algorithms, 

researchers have found the best algorithm that produces the highest accuracy for classifying passenger 

satisfaction data. A comparison of the results of the K-NN, Decision Tree, Naïve Bayes, Random Forest, and 

SVM algorithms in classifying passenger satisfaction data can be seen in Figure 8. 
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Figure 1. Algorithm Comparison Results 

 

Experimental results show that the Random Forest algorithm has the best performance in predicting 

airline passenger satisfaction, with the highest accuracy value of 95.78%, precision of 95.83%, and recall of 

95.90%. This algorithm is very effective in classifying data, both in detecting correct satisfies and 

minimizing prediction errors. The Decision Tree algorithm ranked second with 93.82% accuracy, 93.71% 

precision, and 93.76% recall, showing accurate and consistent performance. Followed by K-NN which has 

91.85% accuracy, 92.17% precision, and 91.33% recall, although it requires additional optimization. The 

Naïve Bayes algorithm shows the lowest performance with 86.45% accuracy, 86.43% precision, and 86.01% 

recall, while SVM has 87.22% accuracy, 87.25% precision, and 87.22% recall, but still inferior to Random 

Forest, Decision Tree, and K-NN. 

The superiority of Random Forest in this study is closely related to the nature of the dataset used. 

With the large number of features, the possibility of correlation between features, and the combination of 

numerical and categorical data, Random Forest is the best choice because it is able to handle complex data, 

reduce overfitting, and provide more stable prediction results than other algorithms. Random Forest is the 

best algorithm for passenger satisfaction classification in this case, outperforming the other four algorithms in 

all evaluation metrics. 

 

3.9. Discussion 

The results of the algorithm performance comparison in this study show that the use of 19 features 

correlated with passenger satisfaction produces the best performance in the Random Forest algorithm, 

achieving the highest accuracy of 95.78% based on k-fold validation (k=20). These findings confirm that 

Random Forest is highly effective in classifying airline passenger satisfaction. 

To validate these findings, this study refers to two key previous studies: A.C.Y. Hong et al. (2023) and 

B. Herawan Hayadi et al. (2021). The selection of these studies as main references is based on their relevance 

in methodology, dataset usage, and focus on algorithm performance evaluation. The study by Hong et al. 

(2023) analyzed the prediction of airline passenger satisfaction using machine learning algorithms, including 

Random Forest, K-Nearest Neighbors (K-NN), Decision Tree, Naïve Bayes, Logistic Regression, and 

AdaBoost [12]. Their results demonstrated that Random Forest achieved the highest accuracy of 89.20%, 

outperforming the other algorithms. However, their study was limited to using only five selected features, 

which might restrict the generalizability of their findings. Despite this limitation, Hong et al. (2023) remains 

an important reference as it confirms the superiority of Random Forest over other classification algorithms in 

a similar context. Meanwhile, the study by B. Herawan Hayadi et al. (2021) serves as a more comprehensive 

benchmark, as it compared the performance of six algorithms Decision Tree, Logistic Regression, K-NN, 

Random Forest, Gaussian Naïve Bayes, and an Ensemble method—on an airline passenger satisfaction 

dataset[4]. Their research reported that Random Forest achieved the highest accuracy of 99.1% with an AUC 

(Area Under Curve) of 0.993, surpassing all other algorithms tested. Hayadi et al.’s study is particularly 

relevant because it used a more extensive feature set, making it methodologically closer to this research. 

By integrating insights from Hong et al. (2023) and Hayadi et al. (2021), this study strengthens the 

argument that Random Forest consistently performs better in passenger satisfaction classification. The 

findings from Hayadi et al. particularly validate the impact of using a larger feature set, which aligns with the 

approach taken in this study. Additionally, both references confirm that Random Forest effectively handles 

complex patterns in the dataset, reinforcing its suitability for predictive modeling in the airline industry. 

K-NN Decision Tree Naïve Bayes Random Forest SVM

Accuracy 91,85% 93,82% 86,45% 95,78% 87,22%

Precision 92,17% 93,71% 86,43% 95,83% 87,25%

Recall 91,33% 93,76% 86,01% 95,90% 87,22%
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Nevertheless, it is important to acknowledge that model performance depends on various factors, including 

dataset quality, preprocessing techniques, and hyperparameter optimization. Despite these variations, the 

consistency of Random Forest’s superior performance across multiple studies further supports its 

effectiveness for airline passenger satisfaction classification. 

 

4. CONCLUSION 

This research aims to evaluate the effectiveness of various classification algorithms, namely Decision 

Tree, Naïve Bayes Classifier, K-NN, Random Forest, and SVM. These algorithms are applied to predict 

airline passenger satisfaction obtained by Kaggle. The k-fold cross-validation technique with a value of k=20 

was applied to ensure the model evaluation was carried out thoroughly by dividing the data into 20 subsets 

for training and testing. This approach helps reduce the risk of overfitting while providing a more accurate 

and reliable assessment of model performance. The research results show that the Random Forest algorithm 

provides the best performance with the highest accuracy, namely 95.78%, precision 95.83%, and recall 

95.90%. The Decision Tree algorithm is in second place with an accuracy of 93.82%, followed by K-NN 

with an accuracy of 91.85%. The SVM algorithm achieved an accuracy of 87.22%, while Naïve Bayes had 

the lowest performance with an accuracy of 86.45%. 

The findings of this study confirm that Random Forest is the most reliable algorithm for airline 

passenger satisfaction classification, as it effectively handles complex relationships between features, reduces 

overfitting, and delivers consistently high accuracy. These results are consistent with previous studies, 

particularly those conducted by Hong et al. (2023) and Hayadi et al. (2021), which also demonstrated the 

superiority of Random Forest in similar classification tasks. The ability of this algorithm to process large 

datasets while maintaining high predictive accuracy makes it an ideal choice for airline companies seeking 

data-driven insights into customer satisfaction. The practical implications of this research extend beyond 

algorithm comparison. Machine learning models, such as the one developed in this study, can assist airlines 

in identifying key factors that influence passenger satisfaction and optimizing their services accordingly. By 

leveraging predictive analytics, airlines can proactively enhance customer experience, allocate resources 

more efficiently, and refine service strategies to meet passenger expectations. The ability to analyze 

passenger satisfaction patterns also allows airlines to continuously improve service quality based on data-

driven evaluations. 

Future research could explore hybrid models or deep learning approaches to further improve 

predictive accuracy. Additionally, applying this model to real-time passenger feedback, such as social media 

sentiment analysis or in-flight service ratings, could provide more dynamic insights that contribute to 

continuous improvements in airline service quality. 
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