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Abstract 

 
This study aims to develop a prediction model for obesity levels by utilizing five machine learning algorithms, namely K-

Nearest Neighbors (K-NN), Naïve Bayes Classifier (NBC), Decision Tree, Random Forest, and Support Vector Machine 

(SVM). The data used in this study were obtained from Kaggle, consisting of 2111 data with 17 attributes covering lifestyle 

and demographic factors. The research process involved data collection, pre-processing, data division using the Holdout 

Split method (70% training data and 30% testing data), and the application of machine learning algorithms. Performance 

evaluation used accuracy, precision, recall, and F1 score metrics. The results showed that the Random Forest algorithm had 

the best performance with an accuracy of 92.29%, followed by Decision Tree at 90.54%, K-NN at 83.44%, and NBC and 

SVM which reached 59.15% and 59.08%, respectively. Confusion matrix analysis revealed that NBC and SVM had 

difficulty distinguishing certain obesity classes. Based on these findings, it can be concluded that Random Forest is the 

most effective algorithm in predicting obesity levels. The results of this study are expected to contribute to developing a 

more accurate obesity prediction system that can be implemented in the real world. 
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1. INTRODUCTION 

Data mining is the process of exploring and analyzing large datasets to uncover patterns or extract 

valuable information [1][2]. One of the key techniques in data mining is classification, which aims to categorize 

data into specific groups based on identified patterns [3][4]. This technique is widely applied in various 

domains, including disease prediction, market analysis, and risk management. In this study, classification is 

used to analyze obesity levels based on multiple lifestyle and demographic factors. Obesity, which has become 

a rapidly growing public health issue [5], serves as the primary focus of this research. 

Obesity has become a global epidemic that affects all age groups and backgrounds and can occur in 

both adults and children [6]. In Latin America, especially in countries such as Mexico, Peru, and Colombia, 

the prevalence of obesity continues to increase significantly [7][8]. This alarming condition is strongly linked 

to various chronic diseases, including cardiovascular diseases, type 2 diabetes, hypertension, and other 

metabolic disorders. Identifying the factors that contribute to obesity is crucial for developing effective 

prevention strategies [9]. Hence, identifying the factors that lead to obesity is crucial for designing effective 

prevention strategies. 

Obesity and Sarcopenic Obesity (SO) are health conditions that are closely related to body composition, 

lifestyle, and physical activity [10]. Obesity, which is generally associated with increased body adiposity, can 

increase the risk of cardiovascular disease and diabetes, and contribute to increased mortality related to these 

diseases [11]. In this study, the obesity dataset obtained from Kaggle was used to develop a predictive model 

of obesity rates based on demographic and lifestyle data, such as dietary habits and physical activity levels, 

with a focus on the cultural diversity of individuals from Mexico, Peru, and Colombia. Previous studies have 

also shown that OS, which is a combination of sarcopenia and obesity criteria in the elderly, is highly correlated 

with decreased physical function and the risk of other complications, especially in women. Variables such as 

waist circumference, absolute grip strength, and body composition (body fat) are important predictors in 
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understanding the risk of OS [12]. Obesity in Indonesia has become an increasing health problem in recent 

years. Based on data from the Ministry of Health, the prevalence of obesity in the population aged ≥15 years 

rose from 19.1% in 2007 to 28.9% in 2013, with a significant spike in the adolescent and adult age groups. The 

main causes of obesity in Indonesia include unhealthy diets, lack of physical activity, and the influence of 

modern lifestyles that make access to high-calorie foods easier. 

To achieve this goal, five machine learning algorithms are used, namely K-Nearest Neighbors (K-NN), 

Naïve Bayes Classifier (NBC), Decision Tree, Random Forest, and Support Vector Machine (SVM). The 

selection of these algorithms is based on their respective advantages in handling data with different 

characteristics. For example, previous studies have shown that algorithms such as SVM and K-Means 

clustering are effective in classifying obesity based on individual physical and lifestyle data[13]. The 

performance comparison of five machine learning algorithms, namely K-NN, NBC, Decision Tree, Random 

Forest, and SVM, is expected to reveal the best method for predicting obesity levels accurately, taking into 

account various factors, such as physical fitness, demographics, and other relevant factors, which can provide 

deeper insights into the risk of obesity in diverse populations, as has been shown in previous studies that used 

similar algorithms to predict obesity levels and identify key risk factors [8]. 

A study conducted by Mahmut Dirik, 2023 [14]shows various machine learning algorithms were tested 

to predict obesity levels, with results showing significant accuracy. The Random Forest model recorded the 

highest accuracy of 95.78%, followed by Logistic Regression with an accuracy of 95.22%. Naive Bayes 

produced an accuracy of 67.41%, while the fuzzy Neural Network classifier achieved an accuracy of 78.16%. 

Support Vector Machine recorded an accuracy of 84.23%, and the Decision Table classifier achieved an 

accuracy of 84.89%. Random Forest showed an accuracy of 87.3%, while the Rough Set classifier achieved an 

accuracy of 87.83%. Multi-layer Perceptron produced an accuracy of 94.36%, and FURIA achieved an 

accuracy of 95.07%. These findings suggest that while various algorithms show adequate accuracy, models 

with higher accuracy such as Random Forest and logistic regression have great potential as tools in the early 

detection and treatment of obesity. 

Another study on predicting the risk of obesity in 2023 by Rajbhoj[15], compared four supervised 

Machine Learning (ML) classifiers, namely SVM, Decision Tree, Random Forest, and Logistic Regression. 

The results showed that the Random Forest model achieved 100% accuracy in predicting obesity, while 

Logistic Regression achieved 97.09% accuracy in another study. The performance metrics used to evaluate the 

models include accuracy, precision, recall, and F1 score, which provide a comprehensive picture of the 

effectiveness of each model. Additionally, a confusion matrix was employed to analyze the classification 

outcomes and identify potential areas for enhancement. In conclusion, the Random Forest model showed the 

most superior performance in obesity prediction, while the Logistic Regression model also produced good 

results, although slightly lower. 

Based on research by [6][14][15], this study will evaluate the performance of each algorithm by 

comparing five algorithms, namely, K-NN, NBC, Decision Tree, Random Forest, and SVM. In this study [14], 

the Random Forest algorithm and Logistic Regression are the superior algorithms in his research. In the 

research [15], the Random Forest algorithm also showed superiority in predicting obesity while Logistic 

Regression showed lower results. The results of this study aim to determine which algorithm provides the best 

results on the obesity dataset and whether Random Forest is still the algorithm with the best performance. 

This study has the novelty of comparing five machine learning algorithms to predict obesity, showing 

that Random Forest has the highest accuracy (92.29%), while NBC and SVM are less optimal. Different from 

previous studies, this research uses a more diverse dataset and confusion matrix analysis to identify 

classification challenges. The results are expected to contribute to the development of a more accurate obesity 

prediction system. 

 

2. MATERIAL AND METHOD 

This study requires several stages. Based on Figure 1, the first stage is to review the literature from 

relevant sources or search for review literature, such as Scopus or internationally indexed research articles in 

the last five years, and related topics such as obesity, machine learning, and algorithms (K-NN, NBC, SVM, 

Random Forest, and Decision Tree). 

The selection of these five machine learning algorithms K-NN, NBC, Decision Tree, Random Forest, 

and SVM is based on their diverse characteristics in handling classification problems, particularly in medical 

and health-related datasets. Previous research compared these algorithms in obesity risk prediction and found 

that different algorithms performed optimally depending on the dataset structure and feature interactions [3]. 

K-NN is selected due to its simplicity and effectiveness in pattern recognition. NBC, despite its strong 

independence assumption, remains a fast and interpretable probabilistic classifier. Decision Tree provides an 

easy-to-interpret model with good performance in structured datasets. Random Forest enhances Decision 

Tree’s robustness by reducing overfitting through ensemble learning. Meanwhile, SVM is known for its 

effectiveness in high-dimensional spaces, making it a competitive option despite its computational cost. The 
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inclusion of these five algorithms ensures a comprehensive performance evaluation and allows identification 

of the most suitable model for obesity prediction. 

 

 

Figure 1. Research Methodology 

  

The dataset is subsequently classified using five algorithms: K-NN, NBC, SVM, Random Forest, and 

Decision Tree. The data is split using the Holdout Split technique, which divides the dataset into two subsets: 

one for training the model and the other for testing its performance, typically in a ratio such as 70:30. The final 

step involves comparing the accuracy of the five algorithms and analyzing the results. 

 

2.1. Data Collection 

Obesity and overweight have been linked to increased risk factors for both morbidity and mortality. In 

the United States, overweight and obesity contributed to 335,000 deaths and 11.6 million disability-adjusted 

life years in 2021, making it one of the leading and most rapidly growing risk factors. Overconsumption and 

obesity not only lead to environmental changes but also impose substantial economic burdens. In 2016, the 

direct healthcare costs associated with obesity in the United States were estimated to range from $261 billion 

to $481 billion, and diabetes, a common complication of obesity, has seen an increase of over 140% in the past 

30 years[5]. Additionally, the obesity data used in this study, sourced from Kaggle, consists of 2,111 records 

and 17 attributes related to obesity. The preprocessing phase involved modifying and cleaning the data to make 

it suitable for machine learning analysis, which included tasks such as removing missing data, changing data 

formats, and normalizing values. Previous research compared four classification algorithms K-NN, NBC 

Classifier, SVM, and Decision Tree in predicting obesity risk based on datasets taken from Kaggle. The results 

showed that the Decision Tree algorithm had the highest accuracy, which was 84.98%, followed by K-NN with 

an accuracy of 83.55%, NBC with 77.48%, and SVM with 77.32%. The four algorithms were used to classify 

the "Predicted Obesity" class attribute into "Yes" (obese) and "No" (not obese). The dataset consists of 2111 

records with 17 attributes, including data such as frequency of high-calorie food consumption, physical activity, 

and technology use. 

This study compares the performance of five classification algorithms, namely K-NN, NBC Classifier, 

SVM, Random Forest, and Decision Tree, in predicting obesity risk using datasets from Kaggle. The results 

showed that the Random Forest algorithm had the highest accuracy of 92.29%, followed by Decision Tree with 

an accuracy of 90.54%, K-NN with 83.44%, and NBC with 59.15%, and SVM with 59.08%. Based on this 

evaluation, the Random Forest algorithm proved to be the most effective in handling the dataset and provided 

the most accurate predictions among the five algorithms.                                            

 

2.2. Data Preprocessing 

The data pre-processing stage was performed on a dataset consisting of 2111 data records and 17 

attributes. This dataset has no missing values, so it does not require a data imputation step. Of the 17 available 

attributes, only 13 attributes were used for further analysis. The attributes that were not used included smoke, 

CH2O, Age, and Gender. The selection of attributes was based on relevance to the analysis objectives so that 

attributes that were considered less significant were excluded from the modeling process. This data was also 

used in research [8] with the title “Obesity Level Prediction Analysis Using Machine Learning and Deep 

Learning Algorithm Comparison” in 2023. 

In addition to attribute selection, the pre-processing process also includes converting categorical data 

types into numeric representations. This step aims to ensure that the data can be processed by algorithms that 

require numeric input. Numerical representation is done using techniques such as one-hot encoding or label 

encoding, depending on the needs and characteristics of the attributes. With this transformation, the data 

becomes more consistent and ready to be used in the analysis process or predictive model development. This 

pre-processing stage is very important to ensure optimal data quality and improve the accuracy of the analysis 

results. 
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2.3. Splitting Data 

In the data splitting stage, the dataset is divided into two parts, namely training data and testing data. 

This division is done to separate the data that will be used in the model learning process and the data that will 

be used to evaluate model performance. In this division, a 7:3 ratio is used, where 70% of the data is allocated 

for training data and the remaining 30% for testing data. Training data is used to build and train the model 

while testing data is used to measure how well the model can predict data that has never been seen before. With 

this division, it is expected that the model can have good generalization and provide accurate prediction results 

when applied to new data. 

 

2.4. Machine Learning Algorithm 

Machine Learning is a branch of artificial intelligence that aims to give computers the ability to learn to 

perform certain tasks even though they have not been explicitly programmed to do so. This method relies on 

the design of models that learn from data and make decisions or predictions when new data is presented. 

Artificial Neural Network (ANN), a layered structure, is an evolution of ML. Since the features are extracted 

automatically, Deep Learning (DL) algorithms require less human involvement. However, DL requires very 

large data sets to work well, which makes it different from other ML methods. The first computer learning 

program was written by Arthur Samuel in 1952, and the first neural network was proposed by Frank Rosenblatt 

in 1957, although ML and DL are new ideas. The development of ML and DL has been significant since the 

1990s, mainly due to the increase in computing power and the availability of large amounts of data. Virtual 

Computers can solve a wide range of problems. We will only examine algorithms that have been used to predict 

pollutants in this section. We can distinguish those that use regression analysis from those that use artificial 

neural networks. In addition, we will distinguish between the use of classical regression algorithms and 

machine learning algorithms in the first category [16]. 

 

2.5. K-Nearest Neighbors (K-NN) 

K-NN is a method in machine learning that predicts the category or value of data based on other data 

that is most similar to it [17][18]. When there is new data to be predicted, this algorithm looks at several data 

that are closest or similar to the data, then decides the category or value of the new data based on what is most 

often found in the closest data. The more neighbors involved (k value), the more accurate the prediction results, 

although this method depends on the quality and amount of existing data [19]. To use this method it is necessary 

to use an equation 1. 

 

D(X, Y)  = √(∑_(i = 1)^n▒(xi − yi)2)                                                    (1) 

 

The Euclidean distance between two data points, denoted as 𝐷(𝑋, 𝑌) is calculated based on the square root of 

the sum of the squared differences between the feature values of each data point. Each squared difference, 

denoted as (xi−yi)2, represents the difference in the value of the 𝑖th feature of data points X and 𝑌. This 

calculation involves all the features present in each data point, with the total number of features denoted as 𝑛. 

The index 𝑖 represents each feature used in the distance calculation process. 

 

2.6. Naïve Bayes Classifier (NBC) 

NBC is a classification method that uses probability to predict the class of data based on its 

features[20][21]. This algorithm works by calculating the probability of data belonging to a certain class using 

Bayes' Theorem, which relates the probability of conditions [22]. Although called “naive” because it assumes 

that the features are independent, this method often gives very good results in many applications. Naive Bayes 

is known for its simplicity and speed in processing big data, to use an equation 2. 

 
                                                                                 C(X) = arg maxc€C  P (c) ∏ P (ai |c)m

i=1
Wi                                                  (2) 

 

The arg max symbol generally functions to select class c which maximizes the value of all probability 

expressions. As for P (c) = priori probability or initial probability for class c. And ai is the i-th feature of the 

data to be classified by P ( ai | c )Wi which means conditional probability. 

 

2.7. Support Vector Machine (SVM) 

SVM is an algorithm in machine learning that is used for classification and regression tasks [24][25]. 

SVM works by finding a hyperplane that divides the data into two categories with the widest margin between 

the two classes [26]. For classification, this hyperplane tries to maximize the distance between data from 

different classes. The data points closest to the hyperplane are called support vectors, because they determine 

the position and direction of the hyperplane. SVM is very effective for handling high-dimensional data and is 
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often applied in various fields, such as pattern recognition and text classification [27]. SVM formula can be 

view equation 3. 

 
  min

w̅,b,ԑ̅̅̅ ̅̅ ̅̅ ̅
w̅ . w̅+ C i .∑ ԑL

i=1                 (3)  

                                                                

The symbol w is a weight vector that determines the direction and orientation of the hyperplane that separates 

two classes in the feature space, for b which means the bias that shifts the hyperplane from the origin, then for 

the symbol C is a regularization parameter that controls the trade-off between maximizing margin and 

minimizing classification error. And, finally, E is a slack variable for each data. 

 

2.8. Random Forest 

Random Forest is a machine learning algorithm employed for both classification and regression tasks. 

It operates by generating numerous decision trees randomly and then aggregating the predictions from each 

tree to produce the final result. Each tree is built using a random subset of the training data, with random feature 

selection at every split in the tree [29]. This approach, called bagging (bootstrap aggregating), reduces the 

likelihood of overfitting and improves the accuracy of the model [29]. The equation  4 and 5 of this algorithm 

minimizes the mean square error. 

 
  Gini(D) =  ∑ pk(1 − pk)k

k=1                (4) 

 

MSE(D) =  
1

|D|
 ∑ (yi − y̅d)1€D

2                   (5) 

 

For symbol D is a dataset or subset of data being analyzed at a decision tree node, then symbol K is intended 

for the total number of classes in dataset D, after that Pk is the probability or proportion of data in class k. Next 

|D| is the total number of data in dataset D. Finally yi for the actual value of data ke=i and yd for the predicted 

value generated by the model for data ke=i. 

 

2.9. Decision Tree 

Decision Tree is a machine learning algorithm that transforms the decision-making process into a tree 

form. Each node in the tree represents a division of data based on a particular feature, while leaf nodes represent 

predicted outcomes, such as classes in classification or values in regression [31]. This algorithm divides data 

into smaller groups based on conditions on features and chooses the most effective division to separate the 

data. One of the main advantages of decision trees is their ability to produce models that are easy to understand 

and interpret, and are flexible in handling both numeric and categorical data [32], and view equation 6. 

 

      G = 1 −  ∑ Pi
2c

i=1                                    (6) 

 
For the description, the symbol G is the calculated value or metric, Pi is the probability or proportion of data 

in class I, and C is intended for class or category. 

 

3. RESULTS AND DISCUSSION 

The results of this study show the performance of five machine learning algorithms in predicting obesity 

levels based on lifestyle and demographic data. The dataset used includes 2111 records with 17 attributes, such 

as eating habits and physical activity. After going through data pre-processing processes, such as attribute 

selection and transformation of categorical data into numeric, the dataset is divided into two parts using the 

Holdout Split method with a ratio of 70:30 for training and testing data. The five algorithms are tested based 

on accuracy, precision, recall, and F1 score to evaluate their effectiveness in classifying obesity levels. 

 

3.1. Implementation of Algorithms 

3.1.1. K- Nearest Neighbors (K-NN) 

Based on Table 1, the confusion matrix of K-NN provides information about how well the algorithm 

clusters data based on its closest distance. This algorithm uses a distance metric (e.g., Euclidean distance) to 

determine the proximity of data to other data. The high recall values in classes 0 and 4 indicate that K-NN can 

detect these classes with high accuracy. Conversely, the error rates in classes 1 and 5 indicate that the model 

has difficulty distinguishing between these classes. This may be because the data from these classes are nearby 

or there are similar patterns between them. 
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Table1. Confusion Matrix K-NN Algorithm 

 True 0 True 1 True 2 True 3 True 4 True 5 True 6 Class Precision 

Perd.0 81 17 0 0 0 1 0 94.19% 

Perd.1 3 53 1 0 0 7 4 77.94% 

Perd.2 0 3 85 2 0 5 7 83.33% 

Perd.3 0 0 3 84 1 0 2 95.45% 

Perd.4 0 0 1 2 97 0 0 98.98% 

Perd.5 2 17 5 0 0 68 5 70.10% 

Perd.6 0 3 7 0 0 7 61 78.21% 

Class 

Recall 
94.19% 56.99% 83.33% 95.45% 98.98% 77.27% 77.22%  

 

3.1.2. Naïve Bayes Classifier (NBC) Classifier 

 

Table 2. Confusion Matrix NBC Algorithm 

 True 0 True 1 True 2 True 3 True 4 True 5 True 6 Class Precision 

Perd.0 70 1 10 0 0 1 0 70.71% 

Perd.1 26 32 13 1 1 11 2 60.38% 

Perd.2 0 3 55 41 0 2 5 34.16% 

Perd.3 0 1 2 84 0 0 2 53.50% 

Perd.4 0 0 1 0 96 0 0 98.97% 

Perd.5 3 10 40 8 0 24 2 57.14% 

Perd.6 0 6 40 23 0 4 14 56.00% 

Class 

Recall 
85.37% 37.21% 51.89% 94.38% 98.97% 27.59% 16.09%  

 

Based on Table 2, the confusion matrix table in the NBC algorithm illustrates the prediction pattern of 

the probability-based model. Using the principle of feature independence, this model predicts the class by 

considering the conditional probability of each feature. The good performance in classes 0 and 4 indicates that 

the model can classify data well in those classes. However, the lower recall in classes 1 and 5 indicates that the 

model tends to miss some data that should be included in those classes. This may be due to the assumption of 

feature independence in the NBC algorithm which may not be fully applicable in this dataset. 

 

3.1.3. Support Vector Machine (SVM) 

 

Table 3. Confusion Matrix SVM Algorithm 

 True 0 True 1 True 2 True 3 True 4 True 5 True 6 Class Precision 

Perd.0 194 78 0 0 0 0 0 68.55% 

Perd.1 88 121 0 0 0 61 17 46.92% 

Perd.2 0 0 165 64 3 5 114 54.92% 

Perd.3 0 1 76 208 12 0 0 69.12% 

Perd.4 0 0 0 1 323 0 0 99.69% 

Perd.5 0 39 2 0 0 128 121 48.68% 

Perd.6 0 6 92 0 0 84 108 50.23% 

Class 

Recall 
68.10% 49.59% 45.20% 69.33% 99.69% 31.68% 44.26%  

 

Based on Table 3, the confusion matrix table of the SVM algorithm illustrates the model's ability to 

separate data into two or more categories using the optimal hyperplane. SVM tries to maximize the margin 

between different classes. In this case, the low precision and recall in some classes, such as classes 1, 5, and 6, 

indicate that the hyperplane may not be able to separate the data effectively. One reason could be the 

overlapping between these classes. In contrast, the performance in class 4 is quite high, indicating that the 

hyperplane can separate the data of this class from other classes better. 

 

3.1.4. Random Forest 

Based on Table4, it can be seen that the Random Forest algorithm shows the number of correct and 

incorrect predictions from a collection of decision trees that are combined to improve prediction accuracy. 

Random Forest works by combining predictions from several decision trees to provide a more stable final 

result. The high precision and recall values in classes 0 and 4 indicate that the model is very effective in 

recognizing data patterns in that class. This model also shows advantages in handling varied data and 
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preventing overfitting, thanks to the use of bagging techniques. However, the lower performance in classes 5 

and 6 suggests the need for improvement, perhaps through data balancing or adjusting model parameters. 

 

Table 4. Confusion Matrix Random Forest Algorithm 

 True 0 True 1 True 2 True 3 True 4 True 5 True 6 Class Precision 

Perd.0 253 17 0 0 0 1 0 94.19% 

Perd.1 3 53 1 0 0 7 4 77.94% 

Perd.2 0 3 85 2 0 5 7 83.33% 

Perd.3 0 0 3 84 1 0 2 95.45% 

Perd.4 0 0 1 2 97 0 0 98.98% 

Perd.5 2 17 5 0 0 68 5 70.10% 

Perd.6 0 3 7 0 0 7 61 91.30% 

Class 

Recall 
93.01% 87.77% 93.39% 96.94% 100% 84.50% 91.90%  

 

3.1.5. Decision Tree 

 

Table 5. Confusion Matrix Decision Tree Algorithm 

 True 0 True 1 True 2 True 3 True 4 True 5 True 6 Class Precision 

Perd.0 83 11 0 0 0 0 0 88.30% 

Perd.1 3 74 1 0 0 12 1 80.43% 

Perd.2 0 0 89 4 0 0 0 91.75% 

Perd.3 0 0 5 84 0 0 1 93.33% 

Perd.4 0 0 2 0 98 0 0 97.03% 

Perd.5 0 0 0 0 0 73 4 81.11% 

Perd.6 0 0 5 0 0 3 73 85.88% 

Class 

Recall 
96.51% 85.06% 84.76% 93.33% 100% 81.11% 92.41%  

 

Based on Table 5, the confusion matrix shows that the model tends to have high accuracy for certain 

classes, such as class 0 (non-obese) and class 4 (advanced obesity), where most of the predictions are correct. 

However, for more complex classes, such as classes 5 and 6, there are more significant prediction errors, 

indicating that the model may have difficulty distinguishing the characteristics of these classes clearly. This 

could be due to overlapping features or an imbalanced data distribution. 

 

3.2. Accuracy Comparison 

 

 

Figure 2. Accuracy of Comparison Algorithm 

 

Based on the research results, the performance of the five classification algorithms K-NN, NBC, SVM, 

Random Forest, and Decision Tree shows significant variations in accuracy. 

1. Random Forest achieved the highest accuracy at 92.29%, making it the best-performing algorithm in 

this study. The superior performance of Random Forest is likely due to its ensemble approach, which 

combines multiple decision trees, reducing overfitting and improving the model’s generalization ability. 

2. Decision Tree ranked second with an accuracy of 90.54%, slightly lower than Random Forest. This 

difference can be explained by the fact that Decision Tree constructs only a single tree, making it more 
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prone to overfitting compared to Random Forest, which leverages multiple decision trees for better 

stability. 

3. K-NN achieved an accuracy of 83.44%, which is still relatively high compared to other methods like 

NBC and SVM. The strong performance of K-NN suggests that the dataset may have a well-defined 

structure, allowing the distance-based classification approach to work effectively. 

4. NBC and SVM showed lower accuracy, at 59.15% and 59.08%, respectively. The nearly identical 

accuracy values indicate that both algorithms may not be well-suited for the dataset used in this study. 

NBC’s lower performance could be due to violations of the independence assumption among features, 

while SVM may not have performed optimally due to improper kernel selection or the nature of the 

dataset not favoring hyperplane-based classification. 

 

From this analysis, it can be concluded that Random Forest and Decision Tree are the best-performing 

algorithms in this study, with Random Forest being the most effective. K-NN also delivered a reasonably good 

performance, though not as strong as the tree-based models. Meanwhile, NBC and SVM exhibited lower 

accuracy, suggesting that probabilistic models like NBC and hyperplane-based models like SVM are less 

suitable for the given dataset. 

The selection of the best algorithm highly depends on the characteristics of the data. If the data structure 

aligns well with tree-based learning, Random Forest and Decision Tree are the most effective choices. 

However, for high-dimensional and complex datasets, algorithms such as SVM or Naïve Bayes could perform 

better with optimal parameter tuning. 

 

3.3. Discussion 

This study analyzes the performance of five machine learning algorithms, namely K-NN, NBC, 

Decision Tree, Random Forest, and SVM, in classifying obesity levels based on demographic and lifestyle 

data. The dataset used has 2111 entries with 17 attributes and is processed through pre-processing stages, such 

as selecting relevant attributes and data normalization. From the results of the study, Random Forest proved to 

be the most reliable algorithm with an accuracy of 92.29%, followed by Decision Tree with an accuracy of 

90.54%, and K-NN in third place with 83.44%. In contrast, NBC and SVM performed lower with accuracies 

of 59.15% and 59.08%, respectively. The advantage of Random Forest lies in its approach that combines the 

results of several decision trees to produce more stable and accurate predictions while minimizing the risk of 

overfitting. Although the Decision Tree also showed good performance, this algorithm still faces obstacles in 

classifying classes with unbalanced data distribution. 

To evaluate the effectiveness of the developed model, the results of this study were compared with 

research conducted [9][10]. In Dirik’s study (2023), various machine learning algorithms were tested for 

obesity prediction, with Random Forest achieving an accuracy of 95.78% and Logistic Regression obtaining 

an accuracy of 95.22%. Meanwhile, in Rajbhoj’s study (2023), Random Forest achieved 100% accuracy, higher 

than Logistic Regression with 97.09%. These comparisons indicate that the Random Forest model in this study 

remains competitive, although slightly lower than previous studies. Several factors, including dataset 

characteristics, the number of attributes, and preprocessing techniques, may contribute to these differences. 

On the other hand, NBC and SVM have difficulty in distinguishing certain obesity categories. This is 

likely due to the assumption of independence between features in NBC, as well as the limitations of the SVM 

hyperplane in separating data with overlapping patterns. These results are reflected in the confusion matrix, 

where prediction errors occur more in classes with similar data patterns. Overall, the Random Forest algorithm 

shows a better ability to handle complex and heterogeneous datasets. However, this study also shows that other 

algorithms still have the potential to be improved through methods such as data balancing, dimensionality 

reduction, or model parameter adjustment. The results of this study provide valuable insights into the 

development of a more accurate obesity prediction system. Further research can be focused on the application 

of techniques such as oversampling or attribute selection optimization to improve prediction performance, 

especially in distinguishing obesity categories that are difficult to classify. 

   

4. CONCLUSION 

Based on the results of the study, it can be concluded that among the five machine learning algorithms 

tested, the Random Forest algorithm showed the best performance in predicting obesity levels. With an 

accuracy of 92.29%, Random Forest proved to be more effective than other algorithms, such as Decision Tree 

(90.54%), K-NN (83.44%), NBC (59.15%), and SVM (59.08%). The main advantage of Random Forest lies 

in its ability to manage complex and heterogeneous data through the process of combining predictions from 

several decision trees. This approach helps reduce overfitting and increase prediction stability. The confusion 

matrix results reveal that the model can well classify certain obesity classes, especially in the early and 

advanced obesity classes. 
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However, algorithms such as SVM and NBC face difficulty distinguishing classes with similar data 

patterns. This indicates the need for better data distribution management or the introduction of data balancing 

methods. In conclusion, the Random Forest algorithm is the best choice for predicting obesity levels in the 

dataset. These findings provide insights that can be utilized by researchers and developers of machine learning-

based obesity prediction systems. Future developments can focus on optimizing the model through techniques 

such as oversampling, dimensionality reduction, or selecting more relevant attributes to improve model 

performance. 
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