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Abstarct 

 

 

In the context of increasing global demand, and the importance of renewable energy sources. There is a need 

to focus on renewable energy management and explore more efficient sources of energy generation. In recent 

years, the rise of the transition from fossil energy to renewable energy and its decreasing cost have posed new 

forecasting problems of interest to researchers, namely, the knowledge in advance of the electricity 

consumption that wind power plants may generate in the future. Recognizing the need to improve renewable 

energy management as a strategy to search for better and more efficient sources of energy generation, a system 

for forecasting the generation of electricity consumption by wind power using neural networks is proposed that 

allows maximum utilization of the potential that can produce wind power. A backpropagation neural network 

is used as an artificial intelligence component to accurately predict electricity consumption. The network is a 

multi-layer perception (MLP) network that uses a reverse transcription learning algorithm to train a feed-

forward neural network to perform a specific task. The Levenberg-Marquardt algorithm is used to improve 

network training and evaluate its performance. In this study, the suggested approach trains the feed-forward 

neural network for the specified task using a multi-layer perception (MLP) network and a backpropagation 

learning method. By modifying the weights of the connections between neurons, the number of neurons in the 

hidden layers is optimised in order to reduce the output error in comparison to the desired target values and 

achieve high accuracy. Support vector machine (SVM) and auto-regressive integrated moving average 

(ARIMA) models' performances are compared to those of the suggested model. 
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1. Introduction 

A new energy community has emerged as a result of the increased interest in the switch to renewable energy 

sources and the need to lessen the environmental impact of conventional power plants. The chance to make 

major progress in three critical areas low power prices, supply reliability, and carbon emission reduction is 

presented by the rising demand for renewable energy sources [1]. Calculation and forecasting of electrical 

energy consumption are important for improving the efficiency and reliability of energy supply systems. 

Electricity consumption forecasting has emerged as a significant research field in the electric power sector and 

is critical for the planning and operational management decisions of electric power systems [2]. The ability of 

artificial neural networks to handle complicated, nonlinear interactions between variables has led to an increase 

in their application in the energy sector for forecasting future energy consumption. Numerous research have 

been done to determine how well ANNs predict energy consumption, and they consistently show that ANNs 

outperform traditional methods [3]. In the 1970s, the back propagation algorithm was initially proposed. 

However, it was not until the seminal 1986 work by David Rumelhart, Geoffrey Hinton, and Ronald Williams 
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that its potential for training multi-layer neural networks was fully realised [4]. The back propagation algorithm 

is a common learning algorithm used in feed-forward multilayer neural networks to improve the efficiency of 

the network through parallel training. One of the most popular techniques for neural network training and 

tackling previously unsolvable issues is the backpropagation algorithm. The backpropagation algorithm is the 

backbone of neural network learning [5]. Backpropagation is a crucial algorithm in training neural networks. 

It's a method for efficiently computing gradients of the loss function with respect to the weights and biases by 

exploiting the chain rule of calculus. By calculating this gradient, backpropagation provides a way to update 

the network's weights and biases in order to minimize the loss function and improve its performance [6]. The 

Levenberg-Marquardt algorithm is a widely used optimization algorithm, particularly in the context of training 

feed-forward neural networks. It is a combination aspects of both Newton's method and gradient descent.The 

algorithm is based on the nonlinear least squares method, which involves minimizing the sum of the squared 

differences between predictions and actual target values [7]. The backpropagation method effectively trained 

multilayer perceptrons, which was a significant achievement in the field of neural networks. It has several 

drawbacks and is not a cure-all. In conclusion, the backpropagation algorithm was a big advancement in the 

field of neural networks, although it is not a universally applicable technique. One must thoroughly evaluate 

the issue at hand and experiment with various models and combinations to get the optimal results [8]. The 

purpose of this study is to contribute to the use of transfer learning to improve the balance between 

memorization and generalization in training the network to predict the consumption of electrical energy from 

wind energy. The objective is to train the network to predict electrical energy consumption from wind energy 

in the United States in a way that strikes a balance between the ability of the network to give the correct 

response to the input data used in the learning process (memorization) and the ability to produce the correct 

results in response to the input data that are similar but not identical to those used in training (generalization 

principle). It sounds like an interesting and relevant study. Overall, designing a neural network to predict energy 

consumption from wind energy in the United States can have significant implications for the energy sector, 

and the approach outlined in this study can serve as a useful framework for similar applications in other 

domains. Training the network by the error backpropagation method to perform a given task based on the most 

widely used optimisation algorithm, Levenberg-Marquardt, for the ANN training to increase the speed of 

convergence instead of the conventional backpropagation (BP) method, the model was used to analyse monthly 

data corresponding to electrical energy usage for the years 2011 to 2016 and to assess the effectiveness of the 

network trained. By contrasting the predictions of the ANN algorithm with those of SVM and ARIMA, the 

effectiveness of the algorithm was evaluated. The organisation of the current work is as follows: The past 

research relevant to the topic is briefly explained in Section 2, the research technique is discussed in Section 3, 

and the results are analysed in Section 4.simulation, and training of the network and evaluates them by 

comparing them with the objective results based on the training algorithm used; and finally, Sections 5 and 6 

present the conclusion and appropriate references used in the work. 

 

2. Literature Review 

Predicting electrical loads is a challenging problem that requires extensive statistical analysis and modeling. 

For load forecasting, a variety of techniques are utilised, including regression-based techniques, ANN), and 

(SVM), as well as statistical techniques like ARIMA. Research studies have shown that statistical methods 

such as ARIMA are well-suited for short-term forecasting where the time series data is stationary and the 

patterns are relatively simple. In contrast, machine learning methods such as ANN and SVM are better suited 

for long-term forecasting, where the data is non-stationary and the patterns are more complex [9, 10]. ARIMA 

and ANN models were compared to predict the electrical load over three different horizons: the first 24 hours, 

the first 48 hours, and a whole week (168 hours). The ARIMA model performed best with a 24 and 48-hour 

horizon on the MAPE error scale, while ANN performed better with a 1:168-hour horizon [11]. The ARIMA 

statistical model outperformed the MLP network with the backpropagation algorithm for short-term time 

periods to forecast wind speed, as the calculation time was less. This was shown by contrasting the performance 

of the ARIMA statistical model and the backpropagation neural network with the Levenberg-Marquardt 

learning algorithm [12]. In some instances, SVM have been found to perform better than conventional 

statistical models and other machine learning methods in prediction tasks [13, 14]. The application of the SVM 

model demonstrated its capacity to forecast day-ahead wind speed based on past data. The model's statistical 

performance was assessed using the mean absolute error percentage (MAPE) and correlation coefficient [15]. 

ANNs are statistical techniques that are frequently employed in wind energy forecasts. ANNs have the capacity 

to learn data according to the solution of difficult and time-consuming mathematical equations and can be 

generated with simpler models. This strategy is suited for wind energy systems with noisy data because of 

ANNs' fault tolerance and success modelling nonlinear systems [16]. Due to their capacity to simulate 
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nonlinear relationships between time series, ANNs, and SVMs are among the most efficient algorithms. When 

compared to other techniques, a prediction model cannot be said to have the highest accuracy. Alternatively, 

depending on numerous variables like the prediction horizon, data properties, and the amount of training data, 

each forecasting approach may produce reasonable results. For effectively estimating energy, ANNs have 

proven to be very competitive and highly accurate algorithms [17]. Choosing the right number of hidden 

neurons for ANN is essential for creating a model for wind speed prediction that is accurate and trustworthy. 

Depending on the particular data and task, the ideal number of hidden neurons can change, necessitating careful 

consideration and selection. Trial and error is a popular method for figuring out the ideal number of hidden 

neurons. This involves evaluating the performance of the model using an appropriate evaluation metric while 

iteratively training and testing the ANN with various numbers of hidden neurons. The ideal number of hidden 

neurons for the task is the number that results in the lowest error on the test dataset [18]. In order to anticipate 

wind speed and select a model that can monitor the real direction of wind speed, the autoregressive integrated 

moving average (ARIMA) was utilised [19]. ARIMA, ANN, and the hybrid technique (ARIMA and ANN) 

were the three models employed in wind speed forecasting. Using numerical error evaluation techniques like 

mean absolute percentage error (MAPE), mean square error (MSE), and mean absolute error (MAE), prediction 

accuracy results for each model were compared [20]. In recent years, ANNs and SVMs, two well-liked machine 

learning algorithms, have been extensively applied for wind energy prediction [21]. Despite significant 

progress in the development of methods for forecasting wind energy, there is still room for improvement in 

accuracy. One challenge of using neural networks for time series analysis is that the gradient information can 

disappear or explode during the training process, particularly in the case of recurrent neural networks (RNNs) 

used for long-term forecasting. To address this issue, long short-term memory (LSTM) neural networks have 

been developed as a solution to short-term memory [22]. Several ANN models have been proposed in 

renewable energy prediction applications, including the recurrent neural network (RNN), the convolutional 

neural network (CNN), the multilayer perception (MLP), and the long-term memory (LSTM) [23]. Creating a 

noniterative image reconstruction method by training the parameters of the Levenberg-Marquardt back-

propagation algorithm [24]. The performance and output of an ANN model are largely dependent on the 

characteristics and functions of the hidden layers. The hidden layers are responsible for transforming the input 

data into a representation that the output layer can use to make predictions [26]. By using the Levenberg-

Marquardt (LM) back propagation approach instead of the conventional back propagation method, the two 

hidden layer ANN model was trained more quickly [27]. The Levenberg-Marquardt Backpropagation (LMBP) 

algorithm is a popular optimization algorithm used to train multilayer artificial neural networks (MLANNs) 

[28]. A model for predicting air temperature has been developed based on a multi-layer ANN with the LMBP 

training algorithm [29]. A perceptron multilayer neural network (MLP) has been developed based on the radial 

basis function (RBF) to predict daily sunlight [30]. To predict short-term wind speed, various models based on 

the ANN algorithm were applied. The results showed that the proposed model, which contains 60 neurons, 

achieved a distinguished performance with a low mean square error (MSE) [31]. The recursive radial basis 

function neural network (RRBFNN) model, containing 44 hidden neurons, achieved a successful prediction of 

wind speed with minimal statistical errors [32] 

 

 

3. Methodology 

 

3.1. Data Collection 

Time series forecasting is a technique for predicting the future values of a variable based on its past values. 

Thus, in this study, the database was used for covering the period from January 2011 to December 2016 in the 

United States, as a source of information to develop and test a time series forecasting model, by analyzing the 

historical data in the database. Figure 1 shows a time series chart of data for monthly electricity consumption 

generated by wind energy used in this analysis. 
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Figure 1. Actual Monthly Wind Power Consumption in the United States from January 2011 to December 

2016. 

  

Figure 2 shows the electricity generated from wind energy during the months of the year. Obviously, there 

are different values throughout the year, as well as different values for the same month in different years. These 

changes in the monthly electricity consumption generated from wind energy are due to the variation and 

uncertainty in the wind forecast. 

 

 

Figure 2. Actual U.S. Wind Power Consumption Values of Each Month for 6 Years. 

 

3.2. Artificial neural networks (ANN) 

Recent developments in machine learning and data analytics technology, including the use ANNs, have enabled 

the analysis of massive volumes of data and led to significant improvements in classification and forecasting 

problems. One of the key advantages of ANNs is their ability to model both linear and nonlinear systems 

without making implicit assumptions. This makes them well-suited for solving complex problems that 

traditional techniques may struggle with [33]. ANNs enable the construction of arbitrary complex models by 

scaling the number of model layers and utilizing various data processing components. This allows ANNs to 

detect complex dependencies and patterns in the data, making them well-suited for a wide range of tasks, 

including classification, regression, and prediction [34]. While ANNs vary in their specific architectures and 

applications, they share some basic and common features. One of these features is parallelism, where the 

neurons in an ANN perform their computations simultaneously. This allows ANNs to process large amounts 

of data quickly and efficiently. Moreover, ANNs are resilient to neuron failures, meaning that even if some 

neurons are not functioning properly, the network can still produce useful outputs. Another important feature 
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of ANNs is their ability to generalize. During the training process, ANNs learn to recognize and extract 

meaningful features from the input data, which can then be used to make predictions or classifications on new, 

unseen data. This ability to generalize is what makes ANNs so powerful and versatile, as they can be trained 

on one set of data and then applied to new data that they have not seen before. [35]. ANNs are composed of 

simple processing units called neurons, which receive input information, process it, and produce output. Each 

neuron is connected to other neurons via synapses, which are essentially connections that have a weight 

associated with them. During the training process of an ANN, the synaptic weights are optimized through an 

algorithm called backpropagation. Backpropagation works by computing the error, or the difference between 

the desired output and the network's output, and comparing it to that output. The weights are changed based on 

how much each neuron contributed to the error once the fault has been transmitted backwards through the 

network. Iteratively repeating this procedure till the mistake is minimized [36]. Figure 3 shows an ANN model 

consisting of 3 input variables (x1, x2, and x3), one hidden layer containing an artificial neuron, and one output 

variable (y). 

 

 

Figure 3. An example of a simple ANN model. 

 

As can be seen in Figure 3, the neuron receives a series of inputs x1, x2, and x3, which are multiplied by their 

respective weights w11, w12, and w13, and then the resulting products are summed up. This sum is then passed 

through an activation function, which helps determine the neuron's output signal. The weights associated with 

each input are adjusted during the learning phase of the neural network, using techniques such as 

backpropagation. The neurons in the network are typically organized into layers, with the input layer receiving 

the initial inputs and the output layer producing the final outputs. In between these two layers, there may be 

one or more hidden layers that help process the inputs and produce more complex outputs [37]. The final output 

of the network is typically produced by combining the outputs of the neurons in the output layer, using their 

respective weights. This can be expressed mathematically as follows: 

  𝑦 = ℎ ∗ 𝑓(𝑤11𝑥1 + 𝑤12𝑥2   + 𝑤13𝑥3) (1) 

In general ANN model can be as: 

 

 

𝑦 = ∑ ℎ𝑀

𝑁

𝑀=1

∗ 𝑓 (∑ ∑ 𝑤𝑖,𝑗

𝑁

𝑖=1

𝑀

𝑗=1

𝑥𝑗) 

(2) 

 

The activation function used in the backpropagation algorithm needs to have certain properties in order for the 

algorithm to work properly. One of the most important properties is differentiability, as this is necessary for 
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calculating the gradients of the error with respect to the weights. Continuity, monotonicity, and monotonically 

non-decreasing properties are also desirable, as they help to ensure that the optimization process is well-

behaved and converges to a good solution. It is also preferable for the activation function to have a derivative 

that is easy to compute, as this can make the training process more efficient. Saturation functions, which have 

a range that saturates at a certain value, are often used as activation functions in neural networks. The sigmoid 

function, with a range of 0 to 1, is a typical activation function utilised in ANN model and is defined as: 

 

 

Where     𝑧 = 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑀𝑋𝑀  and  𝛽1, 𝛽2, … , 𝛽𝑀   are weights for the respective 

inputs  𝑋1, 𝑋2, … , 𝑋𝑀. 

 

 

3.3. Multilayer perceptron networks 

MLPs have played a foundational role in the development and popularity of neural networks, and they continue 

to be a fundamental model in the field of deep learning. The information flows strictly in one direction, from 

the input layer through the hidden layers to the output layer. There are no cycles or loops in the connections. 

The MLP is well-known for its ability to approximate any type of continuous, bounded, and differentiable 

nonlinear function defined in a compact space, making it a versatile tool for a wide range of applications [38]. 

One of the main limitations of the MLP is that it can only solve linearly separable problems, which means that 

it may struggle with more complex and nonlinear problems. However, the use of multiple hidden layers and 

more advanced optimization algorithms, such as backpropagation, can help to mitigate this limitation. The 

MLP can be either locally or fully connected. In a locally connected MLP, each output of a neuron in layer "i" 

is an input to all the neurons in layer "i+1", while in a fully connected MLP, each neuron in layer "i" is an input 

to all the neurons in layer "i+1". The choice of connectivity depends on the specific problem being solved and 

the available computational resources. 

 

 

3.4. Network training  

An ANN can be trained with a wide variety of algorithms. Because this paper simulates an algorithm for 

predicting electricity consumption, we can use previous periods' electricity consumption values as training 

samples and historical data. The training sample is understood as a data set consisting of input parameters and 

the corresponding known value of the predicted parameter; therefore, we consider the method of error back 

propagation related to the supervised learning model. In order for a neural network to be able to perform a 

given task, it must be trained. In order for a neural network to be able to perform a given task, it must be trained. 

The backpropagation algorithm is one of the methods for training multilayer feedforward neural networks. The 

backpropagation algorithm involves three stages: forward propagation, error calculation, and backward 

propagation. During forward propagation, the input data is fed into the network, and the output values are 

computed layer by layer until the final output is obtained. Then, the error between the predicted output and the 

actual output is calculated using a suitable loss function. [5].   To train a neural network with new information, 

need to modify the weights. The systematic method of modifying the weight is known as the "Learning Rule." 

The error between the expected output and the current output is calculated with a loss function (or cost 

function). In other words, the loss function determines how well the neural network can predict a given input. 

Express the process mathematically as follows: 

𝑤𝑖𝑗(𝑢𝑝𝑑𝑎𝑡𝑒𝑑 𝑤𝑒𝑖𝑔ℎ𝑡) ← 𝑤𝑖𝑗(𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑤𝑒𝑖𝑔ℎ𝑡) + 𝛼𝑒𝑖𝑥𝑗 

 Where xj is the output from node j (where j =1, 2, 3, …..,etc), ei is the error of ‘i’ and α is the learning rate 

(which determines how much weights are changed each time). Itis value is between 0 and 1. 

 

 
𝑓(𝑍) =  

1

1 + 𝑒−𝑍
 

 

(3) 
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The initial weights in a neural network play a critical role in determining the performance of the network during 

training. If the initial weights are too large, the input signal to each neuron may saturate, causing the network 

to be unable to learn effectively. On the other hand, if the initial weights are too small, the input signal to the 

neurons may be close to zero, leading to a slow learning rate. Additionally, a multi-layer neural network can 

learn more complex input patterns than a single-layer network because it can capture non-linear relationships 

between the input and output. However, training a multi-layer neural network can be more challenging than 

training a single-layer network because of the increased number of parameters that need to be learned and the 

potential for overfitting if the network is too complex. Recently, backpropagation neural networks were used 

as an artificial intelligence component, and they have been successfully applied in several areas with excellent 

results. The training process of backpropagation neural networks can be computationally expensive and time-

consuming, especially for complex tasks such as forecasting power consumption that require large amounts of 

data and many hidden layers. The slow convergence of the algorithm is one of the main factors that contributes 

to the long training times [39]. 

 

3.5. Levenberg–Marquardt algorithm 

A well-liked optimisation technique for training neural networks is the Levenberg-Marquardt (LM) algorithm, 

especially for regression tasks where the objective function is the sum of squares of nonlinear functions. Due 

to its effectiveness and efficiency in training neural networks for such tasks, the LM method is frequently 

employed in Matlab. The algorithm is based on a modified form of Newton's method that incorporates a 

damping parameter to improve the convergence properties of the algorithm. The Levenberg-Marquardt 

algorithm uses an approximation of the Hessian matrix, which describes the curvature of the objective function, 

to determine the search direction during each iteration of the optimization process. Unlike traditional Newton's 

method, the Levenberg-Marquardt algorithm does not require the explicit computation of the Hessian matrix, 

which can be computationally expensive and memory-intensive for large networks. The hessian approximation 

can be expressed as: 

 

𝐻 = 𝐽𝑇𝐽                                 ( 4 ) 

 

  And the gradient calculation is expressed as: 

 

𝑔 = 𝐽𝑇𝑒                                  ( 5 ) 

 

Where J is the Jacobian matrix, which contains the first derivatives of the errors of the network with respect to 

the weights and bias, and e is the vector of errors of the network. The Levenberg-Marquardt algorithm 

approximates the Hessian matrix by combining the Jacobian matrix with a damping parameter. The damping 

parameter is a scalar value that controls the size of the steps taken during the optimization process, and it can 

be adjusted dynamically to balance the speed of convergence with the stability of the algorithm. The 

Levenberg-Marquardt algorithm updates the weights and biases of the neural network using the following 

equation: 

 

𝑋𝐾+1 = 𝑋𝐾 − [𝐽𝑇𝐽 + 𝜇𝐼]−1𝐽𝑇𝑒                ( 6 ) 

 

where 𝑋𝐾+1 is a new weight calculated using gradient function and 𝑋𝐾 is the current weight calculted using 

Newton algorithm.When the value of the scalar 𝜇 is zero, the algorithm is identical to the Newton method using 

the Hessian matrix approximation. When the value of 𝜇  increases, the gradient descent method is used. 

Newton's method is faster and more accurate in minimizing error, so the goal will be to switch to Newton's 

method as quickly as possible. As a result, 𝜇 decrease following each successful step (decrease in the activation 

function) and increase between steps. 
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3.6. Performance Metrics 

The absolute fraction of variance values (R2) and the ideal number of hidden neurons for each training function 

were obtained and presented in Table 1 to help determine whether an ANN network is producing accurate 

predictions. The root mean square error (RMSE), mean absolute percentage error (MAPE), and absolute 

fraction of variance (R2) of seven different ANN training models have been compared. The following is a list 

of the equations used to calculate the metrics.  

3.6.1. Mean Absolute Percentage Error (MAPE) 

MAPE is a measure of the prediction accuracy of a forecasting method in statistics. It has been used 

as a mean of comparison between several algorithms for electricity consumption predictions [40]. It is 

considered highly accurate when the value is less than 10% and a reasonable forecast when it is value 11–20% 

[41]. It measures this accuracy as a percentage and can be calculated as the average absolute percent error for 

each time period minus actual values divided by actual values. It usually expresses the accuracy as a ratio 

defined by the formula: 

 

𝑀𝐴𝑃𝐸 =
100

𝑁
∑

|𝑦𝑎 − 𝑦𝑓|

𝑦𝑎

𝑁

𝑖=1

                       
(7) 

3.6.2. Root Mean Square Error (RMSE) 

The standard deviation of the residuals (prediction errors) is known as root mean square error (RMSE). The 

RMSE is a measurement of how evenly distributed these residuals are; residuals are a measure of how distant 

the data points are from the regression line. In other words, it provides information on how tightly the data is 

clustered around the line of best fit. In climatology, forecasting, and regression analysis, root mean square error 

is frequently used to validate experimental results. The sample size (N) and observation scale are the 

foundations of the RMSE, which shows the amount of the estimation error [42]. The official definition is as 

follows: 

  

 

𝑅𝑀𝑆𝐸 = √∑ (𝑦𝑎 − 𝑦𝑓)
2𝑁

𝑖=1

𝑁
                         

(8) 

 

3.6.3. Absolute Fraction of Variance (R Squared) 

The coefficient of determination, or R-squared, is a statistical indicator that shows how well a 

regression model fits the observed data. The percentage of the dependent variable's variance that the 

independent variable(s) in the model accounts for is expressed as a number between 0 and 1. R-squared can be 

used as an evaluation metric in the context of neural networks to evaluate how well the network performs in 

predicting a dependent variable based on one or more independent factors. For example, in the case of 

forecasting electricity consumption, R-squared could be used to measure how well the neural network predicts 

future electricity consumption based on historical data. A high R-squared value would indicate that the network 

is able to accurately capture the patterns and trends in the data and make accurate predictions [41]. 

 

 
𝑅2 = 1 − 

∑ (𝑦𝑎 − 𝑦𝑓)2𝑁
𝑖=1

∑ (𝑦𝑎 − �̅�𝑎)2𝑁
𝑖=1

                        
(9) 

 

where ya is the actual output value, yf is the forecast output value, �̅�𝑎is the average of the actual output value 

and N is the number of samples. The network design process plays an important role in network performance. 

 

4. Result and Discussion 

Artificial intelligence (AI) models, such as neural networks, offer a data-driven approach to modeling 

complex systems, including forecasting models for electricity generation and consumption in micro-grids, as 

well as forecasting models for solar, wind, and other renewable energy sources [43, 44]. One of the more 

popular contemporary techniques for forecasting is the use of neural networks. This is because neural networks 

can be used to explain the behaviour of non-linear data and do not require strict and exact conditions for the 

purpose of prediction. The performance of the neural network is significantly influenced by the number of 
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hidden layers present. The network performs better when there are many hidden layers because of the over-

fitness effect, but when there are few hidden layers, the network performs better for out-of-sample prediction. 

The number of suitable concealed layers would not be predetermined by any hard and fast rules; instead, it 

would often depend on the type of data being used. By adjusting the number of input and hidden layers, a trial-

and-error approach was utilised to find the optimum ANN model with improved accuracy. With the right 

amount of hidden layers, inputs, and nodes, the model can predict when its error value will be at its lowest. 

The learning algorithm used to choose weights is called back-propagation [45]. In this study, the forecasting 

of the electricity consumption from wind energy in the United States was done using feedforward 

backpropagation artificial neural networks with the Levenberg-Marquardt (LM) algorithm. The data was split 

into a training group and a test group in order to confirm the model's accuracy. The neural network was created 

and optimised using the training group, and its correctness was verified using the test group. The neural network 

was trained using the cross-validation method with several structural variations, and the performance 

measurements were utilised to estimate the ideal number of hidden layers and neurons. As shown in Table 1, 

the attributes number, training percentage, testing, and the number of hidden neurons were determined by 

experiment based on the accuracy of performance measures RMSE, MAPE and R2 

 

Table 1. Selection of the number of neurons. 

Neurons MAPE RMSE R2 

10 22.571             0.1053 0.962 

16 14.464 0.0945 0.9917 

20 4 0.0245 0.999 

24 10.8 .0746 0.9903 

30 4.6 .0292 0.999 

40 7.3 0.0583 0.999 

50 20.4 0.126 0.976 

 

Using a single hidden layer and varying the number of neurons in that layer is a common approach in neural 

network analysis. By doing so, we can test the impact of different levels of complexity on the performance of 

the model. The number of neurons in the hidden layer was changed in this investigation to identify the neural 

network layout that produces the lowest statistical errors (10, 16, 20, 24, 30, 40, and 50 neurons). Cross-

validation, a method for assessing the model's generalizability, was used to compare the model's performance 

across various structures. The behaviours of networks with various selections of neurons are shown in Table 

1. The ANN model with a single hidden layer of 20 neurons appears to have produced the best results based 

on the table, having the lowest values for RMSE and MAPE. As a result, it is decided to be the best for the 

model structure. Up to 70% of the total data were utilised for training, 15% for testing, and the remaining data 

were used to assess how well the ANNs performed. To avoid "overfitting," which occurs when a model 

performs well on training data but badly on fresh, untried data, this is a typical practise in machine learning. 

Figure 4, shows the forecasted monthly values for 2016 of electricity consumption from wind power in the 

U.S. using the ANN method with different numbers of hidden neurons versus the actual consumption values. 

From the figure, it appears that the accuracy of the predictions varied depending on the number of hidden 

neurons used in the model. The study found that using 10 or 16 hidden neurons may not be sufficient to meet 

the requirements for capacity and error accuracy. On the other hand, using 50 hidden neurons resulted in 

increased error values and a trade-off in stability between the input and the hidden output connection. It is 

important to note that there is a trade-off between the size and number of hidden neurons. Too few neurons 

might result in the model being unable to capture the complexity of the data, leading to underfitting. 

Conversely, too many neurons can lead to overfitting, where the model essentially memorizes the training data 

and fails to generalize well to new, unseen data. 
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Figure 4. The Plot of 2016 Real Consumption Values vs. Forecasting from ANN with different neurons. 

 

The proposed model was evaluated for forecasting electricity consumption from wind power in the US using 

projected monthly values for the year 2016. The study compared the performance of the proposed ANN model 

with SVM and ARIMA models. Based on Figure 5, it appears that all three models were able to track the actual 

trend of electricity consumption, suggesting that they are effective tools for predicting electricity consumption. 

However, the accuracy of the predictions for each model varied, and the proximity of the predicted values to 

the actual values is a measure of their reliability. Overall, these results suggest that the proposed ANN model 

has the potential to be a useful tool for forecasting electricity consumption from wind power in the US, and it 

compares favorably with other popular machine learning models such as SVM and ARIMA 

 

 

Figure 5. The Plot of 2016 Real Consumption Values vs. Predictions from ANN, SVM and ARIMA. 

Table 2. Summary of test statistical errors. 

Model MAPE RMSE 

ANN 4 0.0245 

SVM 7 0.0439 

ARIMA 20.2 0.1169 
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From Table 2, it appears that the proposed ANN model outperformed the SVM and ARIMA models in terms 

of MAPE and RMS values. This suggests that the ANN model is better suited for predicting electricity 

consumption from wind power in the US, and its evaluation is consistent with the predictions generated using 

time series algorithms. Overall, the results presented in Table 2 support the conclusion that the proposed ANN 

model is a powerful tool for forecasting electricity consumption from wind power in the US and provides more 

accurate predictions compared to SVM and ARIMA models. 

 

5. Conclusions 

In this study, a backpropagation neural network was used as a component of artificial intelligence and 

specifically employed a multi-layer perception network (MLP) with a backpropagation learning algorithm to 

train a feed-forward neural network for predicting electricity consumption from wind power in the U.S. The 

Levenberg-Marquardt algorithm was used to evaluate the performance of the trained network, and various 

numbers of neurons in the hidden layer were selected for comparison. According to the results, the proposed 

ANN model containing 20 neurons in the hidden layer achieved the most accurate predictions of electricity 

consumption with minimal statistical errors. This suggests that ANN is a reliable and powerful tool for 

predicting electricity consumption from wind power in the U.S. Overall, choosing the appropriate size of an 

ANN structure is critical for achieving accurate predictions and optimal performance in solving specific tasks. 

The study's results indicate that ANN can be a valuable technique for forecasting electricity consumption in 

the renewable energy sector. 
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