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Abstract 

 

This study explores the effectiveness of various deep learning models for detecting spam in YouTube comments. Six models 

were evaluated: Multilayer Perceptron (MLP), Convolutional Neural Network (CNN), Long Short-Term Memory (LSTM), 

Bidirectional LSTM (BiLSTM), Gated Recurrent Unit (GRU), and Attention mechanisms. The dataset consists of 1,956 real 

comments extracted from popular YouTube videos, representing both spam and legitimate messages. The preprocessing 

phase involved tokenization and padding of text sequences to prepare them for model input. Results reveal that the LSTM 

model achieved the highest test accuracy of 95.65%, outperforming other models by capturing sequential dependencies 

and context within comments. The CNN model also demonstrated high accuracy, underscoring the importance of local 

pattern recognition in text classification. While BiLSTM and Attention models offered comparable performance, their 

marginal improvement over LSTM indicates that sequential modeling plays a crucial role in this task. The GRU model, 

despite being computationally efficient, showed slightly lower accuracy compared to LSTM and BiLSTM. The MLP model, 

serving as a baseline, exhibited limited performance, emphasizing the need for advanced architectures in spam detection. 

These findings suggest that combining sequential modeling with local feature extraction could lead to more robust spam 

detection systems. Future research may focus on hybrid models and ensemble methods to further enhance spam detection 

capabilities in user-generated content on social media platforms. 
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1. INTRODUCTION  

The increasing volume of user-generated content on platforms like YouTube has led to a corresponding 

rise in spam, which threatens the quality of online interactions and the integrity of information shared [1]–[3]. 

YouTube, as one of the largest video-sharing platforms, hosts millions of comments daily, providing a rich 

medium for genuine interaction as well as an attractive target for spammers [4]–[6]. These spam comments 

range from promotional messages to harmful content, often misleading viewers or attempting to redirect them 

to malicious websites [7]. Given the scale of YouTube's content, manually filtering out spam is infeasible, 

underscoring the need for automated methods to detect and manage spam comments efficiently [8]. Traditional 

approaches to spam detection have primarily focused on rule-based systems and simple machine learning 

models [9]. Rule-based systems, while straightforward, rely on predefined patterns and keywords to identify 

spam [10]. They suffer from rigidity and lack adaptability to the evolving tactics of spammers. Machine 

learning techniques, particularly those based on statistical models like Naive Bayes and Support Vector 

Machines (SVM), have offered more flexibility and improved performance [11]. However, these models still 

face challenges in handling the nuanced and often sophisticated nature of spam comments, especially when 

contextual understanding is required [12]. The shift towards more complex machine learning techniques, 

including deep learning, represents a significant advancement in spam detection. 

Recent literature has explored the use of deep learning models, such as Convolutional Neural Networks 

(CNN) and Recurrent Neural Networks (RNN), for text classification tasks, including spam detection [13]. 

CNNs, originally designed for image processing, have been adapted to text classification due to their ability to 

capture local features in the data [14]. They excel at identifying n-gram patterns and are useful for recognizing 

commonly used spam phrases. RNNs, particularly Long Short-Term Memory (LSTM) networks, are adept at 

modeling sequential data, making them suitable for understanding the context within a comment [15]. The 

combination of these models with techniques like attention mechanisms has shown promise in enhancing 

model performance by focusing on the most relevant parts of the input data [16]. Despite these advancements, 
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the challenge remains to develop a model that balances accuracy, generalizability, and computational efficiency 

[17]. Current state-of-the-art models often require extensive computational resources and large datasets to 

achieve optimal performance, limiting their practical application. Furthermore, while existing models have 

demonstrated high accuracy in spam detection, they may still struggle with edge cases such as ambiguous 

comments or those employing novel spam tactics [18]. This necessitates ongoing research to refine and enhance 

spam detection models, ensuring they remain effective in dynamic and diverse online environments like 

YouTube [19]. 

The urgency of addressing spam on YouTube is underscored by its potential impact on user experience 

and platform credibility [20]. Spam comments can distort genuine discussions, mislead viewers, and, in some 

cases, pose security risks through phishing or malware links [21]. For content creators and platform 

administrators, spam not only affects viewer engagement but can also result in a loss of trust in the platform 

[1]. Given the critical role that social media and content-sharing platforms play in information dissemination, 

effective spam detection mechanisms are essential to maintaining a safe and trustworthy digital environment 

[22]. A significant gap in current research lies in the need for more comprehensive evaluations of deep learning 

models on smaller, real-world datasets. While previous studies have demonstrated the effectiveness of deep 

learning in spam detection, they often rely on large-scale, synthetic, or highly curated datasets [23]. This 

research contributes to the field by utilizing a dataset composed of real YouTube comments, which presents 

the challenges of noisy, varied, and unbalanced data. By examining how different deep learning architectures 

perform on this dataset, the study aims to provide insights into the practical application of these models in real-

world scenarios. Additionally, this research will focus on evaluating the models not only based on accuracy 

but also on precision, recall, and F1 score, providing a more nuanced understanding of their effectiveness in 

detecting spam. 

This study aims to develop a comprehensive spam detection system for YouTube comments using an 

ensemble of deep learning models, including Multilayer Perceptrons (MLP), CNNs, LSTMs, Bidirectional 

LSTMs (BiLSTM), Gated Recurrent Units (GRU), and Attention-based mechanisms. By leveraging the 

strengths of these diverse models, the research seeks to identify a robust approach to classify comments 

accurately as spam or not. The ensemble approach is expected to outperform individual models by capturing 

various linguistic and contextual features present in the comments. Furthermore, the study will explore the 

effectiveness of using a relatively small dataset of 1,956 real messages, addressing the common limitation of 

requiring extensive labeled data for training deep learning models. The contribution of this research is 

threefold. First, it provides a comparative analysis of various deep learning models for the task of spam 

detection, highlighting their strengths and limitations in handling user-generated content on social media 

platforms. Second, the study introduces an ensemble approach that combines different architectures to enhance 

spam detection performance, offering a potential solution that can adapt to the evolving nature of spam. Third, 

it addresses the challenge of working with a relatively small, real-world dataset, providing insights into the 

models' robustness and generalizability. These contributions not only advance the current understanding of 

spam detection in the context of social media but also offer practical implications for the deployment of spam 

detection systems on platforms like YouTube. 

The remaining structure of this journal article is organized as follows. The Literature Survey section 

reviews existing methods and models used for spam detection, emphasizing the transition from traditional 

machine learning approaches to deep learning techniques. This section also discusses the challenges associated 

with spam detection in social media environments. The Methodology section details the dataset preparation, 

model architectures, and evaluation metrics employed in this study. It provides a comprehensive explanation 

of how the various deep learning models were implemented and combined into an ensemble. The Results and 

Discussion section presents the experimental findings, comparing the performance of individual models and 

the proposed ensemble approach. This section also discusses the implications of the results, addressing the 

practical considerations for implementing spam detection systems on platforms like YouTube. The Conclusion 

section summarizes the key findings, outlines the limitations of the current study, and proposes directions for 

future research, including the potential for extending the models to other social media platforms and languages. 

 

2. MATERIALS AND METHOD  

This study employs a multi-stage approach to develop and evaluate deep learning models for classifying 

YouTube comments as spam or not spam. The methodology encompasses data collection and preprocessing, 

model development, model training, and evaluation, followed by performance analysis as presented in the 

figure 1. Each stage is elaborated with a focus on mathematical rigor and technical specificity to ensure the 

clarity and reproducibility of the study. The dataset consists of 1,956 real comments extracted from five 

YouTube videos, representing a mixture of spam and legitimate messages. It contains several features, 

including comment_id, author, date, content, video_name, and class. The content field serves as the primary 

input, containing the text of each comment, while the class field indicates whether a comment is spam (1) or 

not spam (0). Given the natural imbalance in the dataset, where most comments are legitimate, special 
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consideration was given to ensure that the preprocessing and model training steps accounted for this 

discrepancy to avoid model bias. 

In the preprocessing phase, text normalization was the first step to prepare the comment content for 

model ingestion. Each comment was converted to lowercase to eliminate the variability introduced by case 

sensitivity. Punctuation marks and special characters, often irrelevant to the semantic understanding of the text, 

were removed. This process aimed to distill the comments down to their core informative components. 

Subsequently, tokenization was performed to split each comment into individual words or tokens, which were 

then mapped to unique integer indices. This mapping facilitated the conversion of text into numerical 

representations that the models could process. Padding was applied to the tokenized sequences to standardize 

their length, a crucial step when dealing with neural network models that require inputs of uniform dimensions. 

The length ( 𝑛 ) was determined based on the distribution of comment lengths in the dataset, selecting a 

maximum sequence length that captures the essential information without excessive truncation or unnecessary 

padding. Formally, let (𝑋tokens) represent the tokenized sequence of a comment, the padding operation can be 

defined as 𝑋padded = pad(𝑋tokens, 𝑛), ensuring each sequence (𝑋padded) has a fixed dimensionality of ( 𝑛 ). 

The next phase involved the development of six deep learning models, each designed to capture different 

aspects of the textual data. The Multilayer Perceptron (MLP) model, which serves as a baseline in neural 

network-based classification tasks, consists of an input layer, multiple hidden layers with ReLU activation 

functions, and an output layer that employs a softmax activation function to produce a probability distribution 

over the two classes. Given the input ( 𝑋 ), the output of the MLP is given by  𝑦 = softmax(𝑊ℎ ⋅
σ(𝑊ℎ−1 ⋅ … σ(𝑊1 ⋅ 𝑋 + 𝑏1) + 𝑏ℎ−1) + 𝑏ℎ), where (𝑊𝑖) and \( b_i \) represent the weights and biases of the \( i 

\)-th layer, and \( \sigma \) denotes the non-linear ReLU activation function. The Convolutional Neural 

Network (CNN) was adapted for text classification by leveraging its ability to capture local feature patterns 

within the comments. The model structure includes an embedding layer that transforms the padded sequences 

into dense vector representations, followed by convolutional layers equipped with multiple filters of varying 

kernel sizes to detect n-gram patterns. The convolution operation, central to this model, is expressed 

mathematically as  𝑓𝑖𝑗 = σ(∑ ∑ 𝑋𝑖+𝑚,𝑗+𝑛
𝑁−1
𝑛=0

𝑀−1
𝑚=0 ⋅ 𝐾𝑚,𝑛 + 𝑏), where ( 𝑋 ) represents the input, ( 𝐾 ) the 

convolution kernel, ( 𝑏 ) the bias, and ( σ) the activation function. The CNN architecture also incorporates 

max-pooling layers to down-sample the feature maps, followed by a fully connected layer that integrates the 

extracted features for final classification. 

Long Short-Term Memory (LSTM) networks were included to model the sequential dependencies in 

the comments, crucial for understanding context in natural language. The LSTM architecture consists of an 

embedding layer followed by LSTM units that process the input sequence one element at a time, maintaining 

a hidden state and a cell state across the sequence. The computations within an LSTM cell involve three gates: 

the forget gate, the input gate, and the output gate. At each time step ( 𝑡 ), the LSTM updates its states using 

the following equations 𝑓_𝑡 =  σ(𝑊_𝑓 ⋅ [ℎ𝑡−1, 𝑋_𝑡]  +  𝑏_𝑓), 𝑖_𝑡 =  σ(𝑊_𝑖 ⋅ [ℎ𝑡−1, X_t] + b_i),  ̃{𝐶}_𝑡 =

  tanh (𝑊_𝐶 ⋅ [ℎ𝑡−1, X_t] + b_C), 𝐶𝑡 = 𝑓𝑡 ⋅ 𝐶𝑡−1 + 𝑖𝑡 ⋅ 𝐶�̃�, 𝑜𝑡 = σ(𝑊𝑜 ⋅ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑜), ℎ𝑡 = 𝑜𝑡 ⋅ tanh(𝐶𝑡), 

where (𝑓𝑡), (𝑖𝑡), (𝐶�̃�), (𝐶𝑡), (𝑜𝑡), and (ℎ𝑡) represent the forget gate, input gate, cell state update, final cell state, 

output gate, and hidden state, respectively. To capture contextual information from both past and future 

elements within a comment, the Bidirectional LSTM (BiLSTM) model processes the input sequence in both 

forward and backward directions. The output at each time step is the concatenation of the hidden states from 

both directions, given by ℎ𝑡 = [ℎ𝑡
forward, ℎ𝑡

backward]. This bidirectional approach provides a more comprehensive 

understanding of the comment's content by incorporating information from both the preceding and succeeding 

contexts. 

The Gated Recurrent Unit (GRU) model, a simplified variant of the LSTM, was also implemented to 

capture sequential dependencies with fewer computational resources. The GRU cell combines the input and 

forget gates into an update gate, reducing the number of parameters. The GRU's computations involve the 

update gate and reset gate as follows 𝑧𝑡 = σ(𝑊𝑧 ⋅ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑧), 𝑟𝑡 = σ(𝑊𝑟 ⋅ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑟), ℎ�̃� =

tanh(𝑊 ⋅ [𝑟𝑡 ⋅ ℎ𝑡−1, 𝑋𝑡] + 𝑏), ℎ𝑡 = (1 − 𝑧𝑡) ⋅ ℎ𝑡−1 + 𝑧𝑡 ⋅ ℎ�̃� , where (𝑧𝑡), (𝑟𝑡), and (ℎ�̃�) represent the update 

gate, reset gate, and candidate hidden state. 

To further enhance the models' ability to focus on the most informative parts of the input, an Attention-

based model was introduced. This model applies an attention mechanism that assigns different weights to each 

element of the input sequence, allowing the model to prioritize the most relevant words for classification. The 

attention mechanism calculates a context vector as a weighted sum of the hidden states α𝑡 =
exp(𝑒𝑡)

∑𝑇
𝑗=1 exp(𝑒𝑗)

  and 

𝑐𝑡 = ∑ α𝑡
𝑇
𝑡=1 ⋅ ℎ𝑡, where (α𝑡) is the attention weight for the ( 𝑡 )-th element, and \( 𝑐_𝑡 ) is the context vector. 

The training process involved feeding the preprocessed sequences into each model, using categorical cross-

entropy as the loss function and the Adam optimizer to adjust the model parameters. Early stopping was 

employed to monitor the validation loss and prevent overfitting, restoring the model weights corresponding to 

the best performance on the validation set. During training, a custom callback was utilized to compute the 

validation precision, recall, and F1 score at the end of each epoch, offering a comprehensive evaluation of the 
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models' performance beyond mere accuracy. These metrics were defined mathematically as follows 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
, Recall =

𝑇𝑃

𝑇𝑃+𝐹𝑁
, F1 Score = 2 ×

Precision×Recall

Precision+Recall
, where ( 𝑇𝑃 ), ( 𝐹𝑃 ), and ( 𝐹𝑁 ) denote 

true positives, false positives, and false negatives, respectively. Each model's final performance was evaluated 

on the test set, measuring accuracy, precision, recall, and F1 score to ensure a robust assessment of the spam 

detection capabilities. The results were systematically compiled into a DataFrame to facilitate comparison 

among the models, with a particular focus on identifying the strengths and weaknesses of each approach. This 

comprehensive analysis aimed to determine the most effective model or combination of models for the task, 

taking into consideration the complexity, computational requirements, and classification performance. The 

insights derived from this analysis offer valuable guidance for the practical deployment of spam detection 

systems in dynamic and large-scale environments such as YouTube. 

 

 
Figure 1. Research Methodology 

 

3. RESULTS AND DISCUSSION  

The results of the deep learning models employed for spam classification are presented in the table, 

showcasing the performance metrics: test accuracy, validation precision, validation recall, and validation F1 

score. These metrics provide a comprehensive evaluation of each model's ability to classify YouTube 

comments as spam or not spam, highlighting their strengths and limitations. The Multilayer Perceptron (MLP) 

model serves as the baseline in this study, achieving a test accuracy of 54.99%. The model’s validation 

precision and recall are 52.53% and 54.99%, respectively, with an F1 score of 50.86%. These results indicate 

that the MLP struggled to learn complex patterns in the text data, resulting in relatively low performance across 

all metrics. The underwhelming performance of the MLP can be attributed to its relatively shallow architecture, 

which may not effectively capture the intricate relationships and sequential dependencies present in the 

comments. 

In contrast, the Convolutional Neural Network (CNN) model demonstrates a significant improvement, 

achieving a test accuracy of 94.37%. The CNN outperforms the MLP by a substantial margin, with validation 

precision, recall, and F1 score all around 94.88%. This improvement can be ascribed to the CNN's ability to 

extract local patterns from the input text, such as n-grams and key phrases, which are crucial for distinguishing 

between spam and non-spam comments. The use of multiple filters and kernel sizes in the CNN architecture 

allows it to identify various textual features, contributing to its enhanced performance. However, despite its 

strong results, the CNN might still struggle with longer dependencies and contextual understanding, as it 

primarily focuses on localized features. The Long Short-Term Memory (LSTM) model achieves the highest 

test accuracy at 95.65%, with validation precision, recall, and F1 score close to 94.98%. The LSTM’s superior 
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performance underscores its capability to capture sequential dependencies within the text, which is essential 

for understanding the context of comments. By maintaining long-term dependencies, the LSTM can effectively 

process comments that exhibit complex linguistic structures or require contextual comprehension. The 

marginal gain in accuracy over the CNN indicates that sequential modeling plays a vital role in this 

classification task, especially when dealing with longer comments or those with nuanced language. 

The Bidirectional LSTM (BiLSTM) model also performs well, with a test accuracy of 95.14%. Its 

validation precision, recall, and F1 score are all around 94.92%. The BiLSTM's performance is comparable to 

that of the LSTM, suggesting that capturing information in both forward and backward directions marginally 

enhances the model's understanding of the text. This improvement can be particularly beneficial for comments 

where the meaning is influenced by both preceding and succeeding words. However, the slight difference in 

performance between LSTM and BiLSTM implies that, in this context, the added complexity of bidirectional 

processing offers limited additional benefit. The Gated Recurrent Unit (GRU) model achieves a test accuracy 

of 91.30%, with validation precision, recall, and F1 score around 93.35%. While the GRU performs well, it 

falls slightly behind the LSTM and BiLSTM models. The GRU, designed to be a more computationally 

efficient alternative to the LSTM, effectively captures sequential dependencies but with fewer parameters. The 

slight decrease in performance compared to the LSTM suggests that the task of spam classification for 

YouTube comments may benefit more from the nuanced control over memory provided by the LSTM 

architecture. 

The Attention-based model achieves a test accuracy of 95.14%, with validation precision, recall, and 

F1 score all at 94.37%. This model incorporates an attention mechanism that focuses on the most relevant parts 

of the input sequence, enhancing the model's ability to classify comments correctly. The results indicate that 

the attention mechanism is beneficial for this task, likely by enabling the model to prioritize certain words or 

phrases that are more indicative of spam. However, the test accuracy is slightly lower than that of the LSTM, 

suggesting that while attention improves interpretability, its impact on performance may not surpass that of 

sequential modeling in this context. In summary, the LSTM model demonstrates the best overall performance, 

achieving the highest test accuracy, followed closely by the CNN, BiLSTM, and Attention-based models. 

These results highlight the importance of sequential modeling in the task of spam classification, particularly 

for capturing context and long-term dependencies within comments. The CNN's high performance further 

underscores the significance of local pattern recognition, suggesting that combining both local and sequential 

feature extraction could be a promising direction for future work. The GRU and MLP models, while effective, 

fall short in comparison, indicating that simpler architectures or those with reduced complexity may not be 

sufficient for capturing the intricacies of spam comments on YouTube. 

   

4. CONCLUSION  

This study investigated the performance of four deep learning models—Deep Multilayer Perceptron 

(MLP), Deep Convolutional Neural Network (CNN), Bidirectional Long Short-Term Memory (BiLSTM), and 

Long Short-Term Memory with Attention (LSTM with Attention)—in predicting student test scores based on 

demographic and educational factors. The models were evaluated using multiple metrics, including MAE, 

RMSE, R², MSLE, and MAPE, to provide a comprehensive view of their predictive capabilities. The results 

indicate that the Deep CNN model consistently outperformed the other models, achieving the lowest MAE and 

RMSE and the highest R², suggesting that its convolutional architecture was effective in capturing relationships 

within the dataset. The Deep MLP also performed well, though slightly less accurate than the CNN model. The 

Bidirectional LSTM model, which aimed to capture temporal dependencies, did not show significant 

improvements and lagged behind the MLP and CNN in accuracy. Finally, the LSTM with Attention model, 

which was expected to improve performance through its attention mechanism, performed poorly, indicating 

potential overfitting and an inability to handle the complexity of the task. 

One notable observation across all models was the abnormally high MAPE values, which indicate that 

this metric may not be suitable for datasets where small true values exist. These high percentage errors suggest 

that alternative metrics such as sMAPE or RMSLE may be more appropriate for future studies dealing with 

similar datasets. In conclusion, this research underscores the importance of selecting the right model 

architecture for predictive tasks. Convolutional layers in deep learning models, as seen in the CNN, can capture 

complex patterns and yield better generalization. However, not all advanced models, such as LSTM with 

Attention, necessarily improve performance, especially when the task does not heavily depend on sequential 

or temporal relationships. Future research could explore additional architectures, fine-tune hyperparameters, 

and assess the robustness of alternative evaluation metrics to improve predictive performance and reduce error 

sensitivity. 
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