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Abstract

This study aims to develop a machine learning-based predictive model based on clustered data to identify cultural entropy
in organizations through the analysis of open-ended comments on employee perception surveys of superiors. energy used
for unproductive activities in a work environment. Entropy shows the level of conflict, friction and frustration in the
environment. With a text mining approach, answers to open-ended questions in the cultural entropy survey were processed
with Sentence-BERT and clustered using the K-Means algorithm into two categories, namely cultural entropy and non-
cultural entropy. The dataset that already has labels from the clustering results is used to develop a classification model.
The algorithms used are Random Forest, Logistic Regression, and Support Vector Machine (SVM), which are evaluated
through accuracy, precision, recall, and F1-score metrics and a confusion matrix. The results show that Logistic
Regression provides the best performance with an accuracy of 0.985, a precision of 1.00, and an F1-score of 0.978 without
any classification errors. These findings indicate that the clustering approach followed by machine learning-based
predictive is effective in identifying organizational cultural entropy. This can be used to design appropriate interventions
and as an early detection system for cultural entropy in human resource management.
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1. INTRODUCTION

One of the important indicators that influences the effectiveness and sustainability of an organization is
the aspect of organizational cultural health, where strong organizational cultural management plays an
important role in creating innovation and driving the long-term sustainability of the company [1]. The
parameter used to measure corporate culture is cultural entropy, which is the energy used for unproductive
activities in a work environment. Entropy shows the level of conflict, friction and frustration in the environment
[2][3]- In addition, the excessive bureaucracy, unclear communication, and low employee engagement are the
main causes of cultural entropy [4]. Cultural entropy has an impact on decreasing employee motivation and
job dissatisfaction, especially if there is a negative perception of superiors who are not in line with
organizational values [5]. Another important factor that influences the increase or decrease in cultural entropy
is the behavior of the leader [3]. Therefore, employee’s perceptions of leader, especially on open-ended
questions, need to be analyzed so that they can be utilized systematically. Research has found that excessive
bureaucracy, unclear communication, and low employee engagement are the main causes of cultural entropy.

In this study, several machine learning algorithms were used to classify text data into relevant
categories. Random Forest is an ensemble learning method that builds multiple decision trees during the
training process and produces a final class based on the mode of all trees for classification tasks [6]. This
algorithm is resistant to overfitting and is able to handle high-dimensional data effectively. Logistic Regression
is a statistical model used for binary and multi-class classification, by estimating the probability of an outcome
based on one or more independent variables through a logistic function [7]. Support Vector Machine (SVM) is
a supervised learning algorithm that attempts to find the optimal hyperplane to separate data into classes with
maximum margin and has shown good performance in high-dimensional spaces [8]. These algorithms are
widely used in text classification tasks due to their effectiveness in handling both structured and unstructured
data.
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In some previous studies, the entropy of organisational culture has been measured from perspective of
open and dissipative systems through agent and mathematical simulation approaches [9], [10]. However, these
studies only focus on discrete values, not on an open narrative perspective. The relationship between
organizational culture, innovation, and sustainability, concluding that organizational culture is an active
resource that plays an important role in managing a company’s innovative and sustainable development. But
this study did not discuss qualitative data from open-ended comments [11]. Through text mining and sentiment
analysis approaches, perceptions can be explored in the narrative of open comments submitted by employees
[12]. In addition, there was a previous study conducted by T. Simsek and A.B. Simsek in 2025 which examined
open-ended comments, but it focused more on measuring employees’ emotions, satisfaction, and engagement
in general, and has not specifically investigated cultural entropy using the Sentence-BERT (SBERT) approach
combined with clustering and supervised learning models as carried out in this study [13]

In contrast to some previous studies that used a score-based approach, this study developed an analytical
narrative approach to explore hidden sentiments that could have an effect on cultural entropy. This research
aims to analyse employees' perceptions of their superiors through open-ended questions in a cultural entropy
survey using text mining and sentiment analysis approaches. The analysis model developed will cluster
comments into positive sentiment or entropy and negative sentiment or not entropy. Then the clustering results
are developed with a supervised learning model to predict employee perceptions in the cultural entropy or non-
entropy category.

2. MATERIALS AND METHOD
The stages in this research are (1) Business Understanding (2) Data Understanding; (3) Data Preparation
(4) Modeling (5) Model Evaluation as shown in the Figure 1.
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Figure 1. Methodology Flow Chart

2.1.  Business Understanding

This stage aims to gain a deep understanding of the business problems to be solved through the data
mining process [14]. In this study, the problem that occurs in the company is that there is still cultural entropy
that can have an impact on employee productivity, one of which is related to employee perceptions of superiors.
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So it is necessary to do a thorough analysis, including the results of the open questions of the cultural entropy
survey. Open-ended survey questions can enable companies to gain insights beyond more commonly used
closed-ended question formats by allowing respondents an opportunity to provide information with few
constraints and in their own words [15]. Thus, it is necessary to identify clusters of positive sentiment or non-
entropy and negative sentiment or cultural entropy using a text mining approach. The results of the clustering
are continued in the prediction analysis so that it is more efficient and effective in analysing new comments.
Thus, the model can be integrated in HR surveys or dashboards as an early detection tool for dysfunctional
work culture.

2.2. Data Understanding

The Data Understanding stage aims to identify the quality and patterns in the data, so as to guide the
selection of appropriate modelling techniques [16].The data in this study were obtained from answers to one
of the open questions in the 2024 cultural entropy survey specifically related to employee perceptions of their
superiors' leadership in a company in the energy sector in Indonesia. There are 338 comments in the form of
free text in the form of sentences or short paragraphs in Indonesian and do not have an initial label.

2.3. Data Preparation

The data preparation stage aims to convert raw data into a clean format that can be used by analytical
models, because good data quality directly affects the performance of machine learning models [16]. The steps
taken at this stage are:

1. Initial data cleaning which is removing empty rows and ensuring comments are in text format.

2. Normalization and preprocessing by converting all text to lower case, removing special characters such
as numbers, punctuation marks, and excess white space.

3. Transformation of text into vector representation by using the sentence BERT (SBERT) paraphrase-
multilingual-MiniLM-L12-v2 model to convert each comment into a 384-dimensional vector. This
embedding can capture the semantic meaning of each comment. SBERT is a modification of the
Bidirectional Encoder Representations from Transformers (BERT) architecture designed to produce a
fixed-dimensional and semantically meaningful sentence representation, thus enabling efficient
calculation of similarity between sentences through methods such as cosine similarity [17] .

4. Pseudo labeling clustering is done by applying the K-Means algorithm (n=2) to the embedding results
to divide the comments into two clusters, namely cultural entropy and non-cultural entropy. Pseudo
labeling is a technique in semi-supervised learning that automatically labels unlabeled data using the
results of unsupervised models or methods such as clustering (for example K-Means). These pseudo
labels are then used as ground truth to train supervised models. The combination of K-Means and pseudo
labeling is widely used in cases where labeled data is very limited, and this approach has been shown
to improve model performance in classification PS | [15], [18]. This technique helps to automatically
expand the training dataset and improve model performance without the need for ineffective and
inefficient manual annotation [18], [19]

5. Supervision label creation is based on the clustered dataset and divides it into 80% training data and
20% testing data.

2.4, Modelling
This stage aims to select, train, and optimize machine learning algorithms according to the
characteristics and objectives of the analysis by utilizing data that has been prepared in the previous stage to
build an accurate predictive model [20]. Based on the clustering data, a prediction analysis is then carried out
using supervised learning algorithms:
1. Random Forest
Random Forest is an ensemble learning algorithm that constructs multiple decision trees during training
and combines their results through majority voting for classification or averaging for regression. This
approach improves predictive accuracy while reducing the risk of overfitting [21]. The algorithm is
chosen because it can effectively handle high-dimensional data, is robust to noise, and provides stable
performance across different types of datasets.

2. Logistic Regression
Logistic Regression is a statistical method commonly used for binary and multi-class classification by
estimating the probability of a categorical outcome based on one or more independent variables. It
applies the logistic (sigmoid) function to map input values into probabilities between 0 and 1, making
it particularly effective for predicting dichotomous outcomes [7]. This algorithm is chosen because of
its simplicity, interpretability, and strong performance as a baseline model in classification tasks.
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3. Support Vector Machine
SVM is a supervised learning algorithm that aims to find the optimal hyperplane which maximally
separates data into different classes. By focusing on support vectors, the algorithm ensures that the
decision boundary is robust and generalizes well to unseen data, especially in high-dimensional spaces
[22]. This algorithm is chosen because of its effectiveness in handling complex classification problems,
strong theoretical foundation, and high accuracy in text classification tasks.

In this stage, the three algorithms are tested and tuned using GridSearchCV to find the best combination
of hyperparameters.

2.5.  Model evaluation

This stage aims to objectively measure the performance of the predictive model using appropriate
metrics, so that the model with the best generalization to new data can be selected [20]. Evaluation is done to
assess the extent to which the model can correctly classify comments. The data processing and evaluation of
the classification models were carried out using the Python programming language with the scikit-learn library.
The evaluation matrix used consists of accuracy, precision, recall, and F1 score, with the results presented in
Table 1.

Table 1. Evaluation Matrix

Model Accuracy Precision Recall F1 Score
Logistic Regression 0,98529 1,00000 0,95833 0,97872
SVM 0,97059 0,92308 1,00000 0,96000
Random Forest 0,95588 0,95652 0,91667 0,93617

Based on Table 1, Logistic Regression provides the highest value in accuracy of 0.985, precision 1.00,
and F1 Score 0.978. The next best performing algorithm is SVM with an F1 Score of 0.960, followed by
Random Forest with an F1 Score of 0.936. Based on these results, Logistic Regression can be concluded as the
best model in classifying comments into entropy and non-entropy in this study.

In addition, a comparison of the model's positive and negative predictions with the actual labels using
a confusion matrix is carried out to show in detail false positives and negatives as well as true positives and
negatives, as shown in Figure 2.

Confusion Matrix - Random Forest Confusion Matrix - Logistic Regression Confusion Matrix - SVM

entropi 1 entropi 0 entropi 0

True label
True label
True label

entrapi entropi entropi non_entrapi entrapi n_entropi

non_ na
Predicted label Predicted label a Predicted label [

Figure 2. Confusion Matrix

Based on Figure 2, it can be seen that the Logistic Regression algorithm shows the most optimal
performance by producing no classification errors (false positive and false negative values = 0), while SVM
produces one error in non-entropy class prediction, and Random Forest produces one error in entropy and 2
errors in non-entropy.

Based on these two evaluation matrices, Logistic Regression is the most balanced and accurate model
in mapping employee comments into the two categories. The model with the Logistic Regression algorithm is
equipped with an automatic prediction function for new data.

3. RESULTS AND DISCUSSION

In line with the research methodology, the analysis was conducted through the stages of processing
cultural entropy survey data, specifically from open-ended questions regarding employee perceptions of
superior leadership. Text data was processed through cleaning, tokenization, and lemmatization, then converted
into numerical representations using SBERT. The resulting representations were analyzed using the K-Means
clustering algorithm to identify patterns and grouped into entropy and non-entropy categories as a basis for
further classification. The K-Means clustering algorithm was applied after the comments were transformed
into 768-dimensional vectors using SBERT, resulting in a matrix with the shape of [nx768]. The algorithm
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grouped the embeddings into two clusters, representing entropy and non-entropy perceptions. For visualization,
the dimensions were reduced using PCA into an [nx2] matrix, which clearly showed the separation between
the clusters. This clustering stage also generated labels that were later used for supervised classification.

The data from the cultural entropy survey, especially the open-ended questions related to employee
perceptions of supervisor leadership, were analyzed by clustering to obtain labels. The clustering process was
carried out using the Python programming language with the scikit-learn library, and the results of the
clustering are shown in Figure 3.

Visualisasi Clustering dengan PCA

PC1

Figure 3. Clustering Result

Figure 3 shows the visualization of the clustering results of employee comments using the K-Means
method, visualized with the PCA (Principal Component Analysis) dimension reduction technique. Each point
represents one comment that has been converted into a vector through SBERT embedding, then projected
into two main dimensions, namely entropy and non-entropy. Two different colors mark the two main clusters
formed, with distributions that are quite separate from each other. This visualization reinforces the validity
of the unsupervised approach used before proceeding to the supervised classification stage.

Furthermore, the clustering results are used as labels to build the supervised classification model. The
three algorithms applied, namely Logistic Regression, SVM, and Random Forest, showed excellent
classification performance. Based on the metric evaluation, the Logistic Regression model obtained the
highest performance with F1 Score of 0.978 with no misclassification, followed by SVM (F1 Score: 0.960)
and Random Forest (F1 Score: 0.936). The results of the confusion matrix also strengthen that the three
models are able to classify comments that fall into cultural entropy and non-cultural entropy with high
accuracy.

The classification results show that the algorithm can detect comments that show indicators of
organizational cultural entropy, such as internal conflict, perceptions of leader inconsistency or excessive
dominance. This strengthens the understanding that machine learning can be used as a tool to automatically
detect and predict organizational cultural entropy by analyzing open-ended comment data. The clustering
approach followed by classification is an efficient method in structuring qualitative text data into information
that can be processed for strategic decision making, such as increasing leadership effectiveness, openness of
communication, and harmonization of organizational values. In addition, the application of predictive
analysis as an automatic detection of cultural entropy based on machine learning, as developed in this study,
allows organizations to monitor cultural dynamics in real time and develop preventive intervention strategies
[23]. By conducting narrative analysis in employee cultural entropy surveys, companies can explore issues
that are not captured in quantitative data. Thus, this analysis is able to design more responsive and contextual
work culture policies [24]. These findings not only provide methodological contributions in the application
of text mining for HR analytics but also expand the use of predictive technologies in diagnosing cultural
entropy risks earlier and systematically.

4. CONCLUSION

This study successfully developed a text mining-based machine learning pipeline to detect comments
from cultural entropy survey data, especially perceptions of leader, and developed a prediction model based on
the clustered dataset. The clustering process into 2 was carried out using SBERT embedding and the K-means
algorithm with a fairly clear semantic separation. The resulting clusters, namely cultural entropy and non-
cultural entropy, were then used as labels for training the classification model using three algorithms: Logistic
Regression, SVM, and Random Forest. Based on the evaluation matrix, it was found that the Logistic
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Regression model provided the best performance, with an F1 Score of 0.978 without misclassification on the
test data. This approach has proven effective in converting unstructured sentence data into information that can
be processed, interpreted, and used to make predictions systematically. Thus, organizations can monitor and
evaluate work culture conditions more objectively and make appropriate interventions based on data.
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