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Abstract

This research compares the performance of the Decision Tree C5.0 algorithm with and without Mutual Information
feature selection in classifying students at risk of dropping out. The data used includes undergraduate students from the
2018-2023 cohorts with attributes of academic performance each semester and student final project activities. The data
processing stages include data selection, cleaning, labeling, and handling of imbalanced data using Random
Undersampling. Model evaluation was performed using accuracy, precision, recall, and F1-score metrics. The results
showed that for students from the 2022—-2023 cohort, the model without feature selection produced an accuracy of
87.14%, which increased to 88.57% after applying feature selection. Meanwhile, for students enrolled in 2018-2021, the
accuracy of the model without feature selection reached 93.04% and increased to 94.30% with the application of feature
selection. The dominant factors affecting classification differed between the two groups, with the number of absences
being the main indicator for students enrolled in 2022—2023, while the duration of the final project was more influential
for students enrolled in 2018-2021.
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Abstrak

Penelitian ini bertujuan untuk membandingkan performa algoritma Decision Tree C5.0 dengan dan tanpa seleksi fitur
Mutual Information dalam klasifikasi mahasiswa berisiko drop out. Data yang digunakan mencakup mahasiswa S1
angkatan 2018-2023 dengan atribut performa akademik tiap semester serta aktivitas tugas akhir mahasiswa. Tahapan
pengolahan data meliputi seleksi data, pembersihan, pelabelan, dan penanganan data tidak seimbang menggunakan
Random Undersampling. Evaluasi model dilakukan menggunakan metrik akurasi, presisi, recall, dan fl-score. Hasil
penelitian menunjukkan bahwa pada mahasiswa angkatan 2022—-2023, model tanpa seleksi fitur menghasilkan akurasi
sebesar 87,14%, dan meningkat menjadi 88,57% setelah penerapan seleksi fitur. Sementara itu, pada mahasiswa angkatan
2018-2021, akurasi model tanpa seleksi fitur mencapai 93,04% dan meningkat menjadi 94,30% dengan penerapan
seleksi fitur. Faktor dominan yang memengaruhi Klasifikasi berbeda pada masing-masing kelompok, di mana jumlah
absen menjadi indikator utama pada mahasiswa angkatan 2022-2023, sedangkan durasi pengerjaan tugas akhir lebih
berpengaruh pada mahasiswa angkatan 2018-2021.

Kata Kunci: C5.0, Decision Tree, Drop Out, Klasifikasi, Mutual Information, Seleksi Fitur

1. PENDAHULUAN

Dalam dunia pendidikan, termasuk Perguruan Tinggi saling berkompetisi untuk mencetak lulusan
yang berkualitas [1]. Salah satu indikator kualitas perguruan tinggi dapat dilihat dari akreditasi yang baik
karena memenuhi kriteria-kriteria yang telah ditentukan, salah satunya tingkat kelulusan tepat waktu [2].
Masa studi mahasiswa telah diatur dalam Permendikbud, yaitu selama 8-10 semester [3]. Namun dalam
pelaksanaannya, banyak mahasiswa tidak mampu menyelesaikan studi tepat waktu, dan bahkan menghadapi
kegagalan akademik berupa drop out (DO).
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Fenomena ini juga terjadi di Universitas Jambi yang memiliki rata-rata masa studi lebih dari delapan
semester. Berdasarkan data statistik [4] yang diakses Februari 2025, pada semester genap tahun akademik
2024/2025, masih terdapat 555 mahasiswa angkatan 2018 dan 1.128 mahasiswa angkatan 2019 yang belum
menyelesaikan tugas akhir. Jumlah ini menunjukkan persentase yang cukup tinggi, yaitu 8,6% dari total
mahasiswa angkatan 2018 dan 17,3% dari total mahasiswa angkatan 2019, sehingga dapat terlihat bahwa
sebagian besar mahasiswa akhir belum dapat menyelesaikan studinya, sehingga berpotensi meningkatkan
angka drop out.

Keterlambatan kelulusan dan drop out dapat menimbulkan dampak serius, tidak hanya bagi
mahasiswa yang mengalami stres akademik dan stigma negatif [5], tetapi juga bagi orang tua dari segi
finansial dan waktu [6]. Selain itu, masalah ini juga berpotensi memengaruhi akreditasi perguruan tinggi [7].
Kondisi tersebut menjadi hal penting yang perlu ditangani, salah satunya melalui penelitian untuk
memprediksi potensi drop out mahasiswa.

Sehubungan dengan hal tersebut, penelitian ini menggunakan metode klasifikasi dalam data mining
untuk mengidentifikasi status risiko drop out mahasiswa. Metode klasifikasi yang dipilih adalah algoritma
decision tree yang memiliki keunggulan menampilkan hasil prediksi melalui struktur pohon keputusan yang
mudah dipahami [8]. Dalam membangun pohon keputusan, algoritma C5.0 dipilih karena merupakan
pengembangan dari algoritma ID3 dan C4.5, dengan keunggulan tambahan pada proses boosting yang
menjadikan C5.0 lebih unggul dari algoritma sebelumnya [9] [10]. Namun, algoritma ini memiliki kelemahan
yaitu rentan terhadap overlapping, terutama ketika fitur yang digunakan jumlahnya sangat banyak [11].
Untuk mengatasi kelemahan tersebut, dilakukan penerapan teknik seleksi fitur dengan mengurangi jumlah
fitur yang kurang relevan, sehingga dapat meningkatkan kinerja model [8]. Metode Mutual Information (MI)
dipilih sebagai metode seleksi fitur karena kemampuannya yang dapat mengukur semua jenis hubungan
antara atribut termasuk hubungan non linear. Keunggulan ini menjadikannya efektif untuk berbagai jenis data
[12].

Penelitian sebelumnya yang menggabungkan metode decision tree dan seleksi fitur dilakukan oleh
Hariyanti et al. (2024), yang membandingkan seleksi fitur Analysis of Variance (ANOVA), Univariate, dan
chi-square. Hasilnya menunjukkan bahwa ANOVA mampu meningkatkan performa model, meskipun
membutuhkan waktu komputasi lebih lama [13]. Penelitian lain oleh Adnyana et al. (2021) menggunakan
algoritma Random Forest dan ID3 dengan seleksi fitur Principal Component Analysis (PCA), namun
hasilnya justru menurunkan akurasi model karena kelemahan PCA [14]. Sementara itu, Putri et al. (2024)
mengaplikasikan algoritma C4.5 dengan seleksi fitur chi-square dan mutual information untuk klasifikasi
status pasien, di mana seleksi fitur terbukti mampu meningkatkan akurasi [15].

Meskipun penelitian sebelumnya telah mengeksplorasi penggunaan algoritma decision tree dengan
seleksi fitur, penelitian ini memiliki perbedaan signifikan. Penelitian ini secara spesifik menerapkan
algoritma C5.0 dan seleksi fitur mutual information pada kasus mahasiswa berisiko drop out di Universitas
Jambi. Selain itu, data yang digunakan tidak hanya mencakup histori akademik selama perkuliahan, tetapi
juga informasi terkait proses dan aktivitas tugas akhir. Kombinasi kedua sumber data merupakan kebaharuan
dalam penelitian ini dalam konteks klasifikasi mahasiswa berisiko drop out. Dengan demikian, penelitian ini
bertujuan untuk menganalisis performa algoritma decision tree C5.0 dan seleksi fitur mutual information
dalam mengklasifikasikan status mahasiswa, serta untuk mengetahui atribut apa saja yang paling
berpengaruh terhadap klasifikasi mahasiswa yang berisiko drop out.

2. METODE PENELITIAN

Penelitian ini menggunakan kerangka Knowledge Discovery in Databases (KDD) yang merupakan
proses standar dalam data mining untuk menemukan pola yang berguna dari data [11]. Tahapan metodologi
penelitian ini diilustrasikan secara lebih rinci pada Gambar 1.

| Prepocessing Data

Pengumpulan |i Seleksi Pembersihan |: Penanganan Data Pembagian |
Data _E_) Data > Data _i_) Tidak Seimbang g Data

Evaluasi < Klasifikasi Algoritma
Model C5.0 N
Analisis dan
Kesimpulan
Evaluasi Klasifikasi Algoritma . .
Model €] C5.0 «— Fitur Seleksi

Gambar 1. Metodologi Penelitian
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2.1. Pengumpulan Data

Proses pengumpulan data dilakukan dengan mengambil data akademik mahasiswa aktif S1
Universitas Jambi dari angkatan 2018-2023 yang diperoleh dari UPA TIK Universitas Jambi dan berasal dari
Sistem Informasi Akademik (SIAKAD) dan Sistem Elektronik Terintegrasi Tugas Akhir (ELISTA). Pada
penelitian ini dibagi dua kategori data yaitu mahasiswa angkatan 2022 — 2023 dan mahasiswa angkatan 2018
— 2021. Setiap kategori mahasiswa menggunakan atribut yang berbeda, sesuai dengan ketersediaan data dan
kondisi studi masing-masing.

2.2.  Preprocessing Data
2.2.1. Seleksi Data

Pada tahap seleksi data, data yang relevan dipilih dari dataset operasional sebelum memulai tahap
penambangan informasi. Data yang dipilih disimpan dalam file khusus yang terpisah dari database
operasional untuk digunakan selama proses penambangan data [16].

2.2.2. Pembersihan Data
Tahap pembersihan ini mencakup tugas-tugas seperti menghapus data duplikat, mengidentifikasi dan
mengoreksi kesalahan ketik dan kesalahan lainnya untuk memastikan kualitas data [16].

2.3.  Penanganan Data Tidak Seimbang

Dataset yang tidak seimbang adalah kondisi dimana salah satu kelas memiliki jumlah data yang jauh
lebih sedikit dibandingkan kelas lainnya [17]. Model yang dilatih dengan dataset tidak seimbang cenderung
kurang efektif dalam mengklasifikasikan kelas minoritas, karena model belajar lebih banyak dari data
mayoritas yang jumlahnya dominan [18]. Penanganan data tidak seimbang pada penelitian ini akan
menggunakan random undersampling. Random undersampling mengatasi masalah data tidak seimbang
dengan cara menghapus sebagian data dari kelas mayoritas secara acak, sehingga distribusi antar kelas
menjadi lebih seimbang dan dapat meningkatkan kemampuan model dalam mengenali pola pada kelas
minoritas dan mengurangi bias terhadap kelas mayoritas [19].

2.4. Pembagian Data

Pada tahap ini, data dibagi menjadi dua bagian yaitu training dan testing. Data training digunakan
untuk melatih algoritma dalam mengenali pola, sementara data testing digunakan untuk mengevaluasi
performa dari algoritma yang dilatih. Pembagian dilakukan dengan proporsi 80% untuk training dan 20%
untuk testing.

2.5.  Seleksi Fitur Mutual Information

Seleksi fitur adalah salah satu teknik yang bertujuan untuk mengurangi dimensi data dan mengurangi
fitur yang dianggap kurang relevan [20]. Pada penelitian ini, seleksi fitur yang digunakan adalah Mutual
Information. Mutual Information adalah teknik pemilihan fitur berbasis filter yang membantu mengevaluasi
jumlah informasi yang terkandung dalam suatu fitur, sehingga dapat diketahui pengaruh dari suatu fitur yang
dapat membantu menentukan keputusan klasifikasi yang akurat [21]. Untuk menghitung mutual information
dapat menggunakan persamaan berikut.

MIGy) = HE) + HE = ®
MiGx,y) = = 5i;p0; x)logs 1o s @

2.6. Kilasifikasi Data

Pada penelitian ini, klasifikasi data dilakukan dengan menggunakan algoritma decision tree C5.0.
Dalam proses pembentukan pohon, algoritma C5.0 memilih atribut dengan nilai information gain tertinggi
sebagai root dari pohon keputusan. Proses dimulai dengan menggunakan seluruh data sebagai akar,
kemudian atribut yang dipilih membagi data menjadi subset berdasarkan nilai atribut tersebut [22]. Proses
pembuatan pohon keputusan C5.0 mirip dengan algoritma C4.5, dimana kemiripan tersebut adalah
perhitungan entropi dan gain. Jika dalam perhitungan algoritma C4.5 berhenti sampai pada perhitungan
entropi dan gain, maka dalam algoritma C5.0 perhitungan tersebut masih dilanjutkan perhitungan gain ratio
dengan menggunakan hasil dari gain dan entropi yang telah dihitung sebelumnya [23]. Berikut proses
perhitungan algoritma C5.0 dengan menggunakan rumus persamaan berikut.

entropy (s) = — Y-, Pi * log, pi 3)
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Dalam persamaan ini, S adalah himpunan kasus, n adalah jumlah banyaknya partisi S, dan pi adalah
porsi dari setiap partisi Si terhadap S. Nilai ini dihitung dengan mengalikan proporsi setiap kelas dengan
logaritma basis 2 dari proporsinya, lalu menjumlahkan seluruh hasilnya untuk mendapatkan nilai entropy
secara keseluruhan. Setelah nilai entropy dari setiap kelas didapatkan, langkah selanjutnya adalah mencari
information gain dengan menggunakan persamaan berikut:

information gain (S,A) = entropy(S) — 2?21% * entropy (S;) 4)

Nilai information gain ini didapatkan dengan mengurangkan nilai entropy (S) dengan total entropy

dari setiap atribut (4). Dalam persamaan tersebut, |Si| adalah jumlah kasus pada nilai atribut, dan |S| adalah

jumlah total kasus. Kemudian setelah kedua tahap tersebut selesai, maka dapat mencari nilai Gain Ratio
dengan menggunakan perhitungan dengan rumus persamaan berikut ini:

information gain (S,A)
ST enirory G 5)
i=q Entropy (Si)

GainRatio =

Dari hasil perhitungan, gain ratio terbesar akan terpilih sebagai akar (root) dan yang rendah akan
menjadi cabang. Kemudian proses gain ratio diulang sampai masing-masing cabang pada semua kelas
memiliki kelasnya.

2.7.  Evaluasi Model
Pada tahap evaluasi ini, penilaian dilakukan berdasarkan hasil confusion matrix yang digunakan untuk
menghitung performance matrix. Confusion matrix adalah alat dalam melakukan mengevaluasi kinerja model
klasifikasi dalam data mining [24]. Matriks ini mengukur Kinerja atau tingkat kebenaran proses Klasifikasi
model dengan menghitung nilai akurasi, presisi, recall, dan F1-Score [25].
1. Akurasi, adalah rasio prediksi yang benar terhadap total data.

TP+TN

accuracy = ——————— (6)
2. Presisi, adalah rasio prediksi benar positif terhadap keseluruhan hasil prediksi positif.
.. _ TP
precision = —— )

3. Recall, merupakan rasio prediksi positif yang benar terhadap keseluruhan data sebenarnya yang
positif.
TP

recall = —— 8)

TP+FN

4. F1-Score, perbandingan rata-rata presisi dan recall.

Precision xRecall
F15core =2 X Precision+Recall (9)

3. HASIL DAN PEMBAHASAN
3.1.  Pengumpulan Data

Data yang digunakan dalam penelitian ini adalah rekap data pada semester ganjil 2024/2025 angkatan
2018 — 2023 yang diperoleh dari UPA TIK Universitas Jambi. Data dibagi menjadi 2 kategori yaitu data
mahasiswa angkatan 2022-2023 dan mahasiswa angkatan 2018-2021. Mahasiswa angkatan 2022—-2023 terdiri
dari 11.053 data yang mencakup 17 atribut akademik dari SIAKAD. Sementara itu, data mahasiswa angkatan
2018-2021 terdiri dari 7.717 data dan 22 atribut yang berasal dari SIAKAD dan ELISTA.

3.2.  Preprocessing Data
3.2.1. Seleksi Data

Pada tahap ini terdiri dari beberapa proses, yaitu penambahan atribut baru yang berasal dari kombinasi
atribut yang telah ada, pengelompokan atribut untuk nilai yang memiliki makna serupa, dan penghapusan
atribut yang tidak diperlukan.

1. Mahasiswa Angkatan 2022-2023
Tabel 1merupakan rincian atribut setelah proses seleksi data pada mahasiswa angkatan 2022-2023
yang terdiri dari 15 atribut.
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Tabel 1. Atribut Mahasiswa 2022-2023

Nama Atribut Keterangan Singkat
angkatan Informasi tahun masuk mahasiswa
asal_sekolah, pekerjaan_ortu, penghasilan_ortu, ukt, Informasi latar belakang keluarga, riwayat
jenis_tinggal pendidikan, biaya kuliah dan tempat tinggal

ipk_2, ipk_3, ipk_4, total_sks, jml_nilai_d,
jml_mk_lulus, jml_mk_mengulang, jml_absen,
jml_izin

Performa dan aktivitas akademik pada
semester tertentu

2. Mahasiswa Angkatan 2018-2021
Tabel 2 merupakan rincian atribut setelah proses seleksi data pada mahasiswa angkatan 2022-2023
yang terdiri dari 22 atribut.

Tabel 2. Atribut Mahasiswa 2018-2021

Nama Atribut Keterangan Singkat
angkatan Informasi tahun masuk mahasiswa
Informasi latar belakang keluarga, riwayat
pendidikan, biaya kuliah dan tempat

asal_sekolah, pekerjaan_ortu, penghasilan_ortu, ukt,

jenis_tinggal tinggal
ipk_2, ipk_3, ipk_4, ipk_8, sks_4, sks_8, jml_nilai_d, Peforma dan aktivitas akademik pada
jmi_mk_mengulang, jml_absen, jml_izin semester tertentu

jarak_bulan_pengajuan_judul_ke_sempro,
rata_rata_bimbingan, durasi_hari_pengerjaan_ta
mengulang_seminar_sidang, jml_bimbingan,
jml_kontrak ta,

Aktivitas tugas akhir mahasiswa

Pemilihan atribut ini didasarkan pada dua faktor utama yaitu relevansi teoretis dari penelitian
terdahulu dan ketersediaan data pada sistem akademik dan tugas akhir. Secara umum, atribut-atribut tersebut
dikelompokkan ke dalam empat kategori utama.

1.  Atribut Angkatan
Atribut merupakan salah satu atribut yang digunakan dalam proses pelabelan status mahasiswa.

2. Atribut Latar Belakang Demografi
Pemilihan atribut seperti asal_sekolah, pekerjaan_ortu, penghasilan_ortu, ukt, dan jenis_tinggal
didasarkan pada temuan dari beberapa penelitian yang menunjukkan bahwa faktor-faktor ini memiliki
korelasi signifikan dengan risiko drop out mahasiswa [26], [27], [28].

3. Atribut Performa dan Aktivitas Akademik
Atribut ini menjadi inti dalam mengukur performa mahasiswa dan dipilih berdasarkan indikator utama
evaluasi studi [29]. Atribut seperti ipk, total_sks, jml_nilai_d, jml_mk_lulus, dan jml_mk_mengulang
telah terbukti berpengaruh terhadap status kelulusan [30], [31], [32], [33], [34]. Selain itu, jumlah
absen dan jumlah izin juga digunakan sebagai indikator kehadiran yang berkorelasi dengan risiko drop
out [35].

4.  Atribut Aktivitas Tugas Akhir
Poin kebaruan dalam penelitian ini adalah penggunaan atribut terkait aktivitas tugas akhir
(jml_kontrak_ta, rata_rata_bimbingan, durasi_pengerjaan_ta, mengulang_seminar_sidang,
jml_bimbingan). Atribut-atribut ini, yang berasal dari sistem ELISTA, sangat relevan untuk
memprediksi keterlambatan studi, terutama pada mahasiswa tingkat akhir [36]. Penggunaan data ini
memungkinkan analisis yang lebih komprehensif dibandingkan penelitian sebelumnya.

3.2.2. Pembersihan Data

Pada tahap ini, dilakukan identifikasi dan penanganan terhadap nilai yang hilang (missing value) agar
tidak memengaruhi kualitas analisis dan proses pelatihan model. Penanganan missing value dilakukan dengan
cara yang sama pada kedua kategori mahasiswa. Missing value pada atribut kategorikal diisi menggunakan
modus, sedangkan atribut numerik menggunakan median. Data dengan missing value pada atribut penting
untuk pelabelan seperti Indeks Prestasi Kumulatif (IPK) dan Satuan Kredit Semester (SKS) dihapus guna
menjaga keakuratan label. Seluruh proses dilakukan menggunakan R. Tabel 3 merupakan rincian jumlah data
setelah dibersihkan.
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3.2.3. Pelabelan Data

Pada tahap ini ditentukan atribut target yaitu status mahasiswa yang dikelompokkan kedalam dua

kelas yaitu Berisiko DO dan Tidak Berisiko DO. Pelabelan ini berdasarkan Peraturan Rektor
Universitas Jambi Nomor 31 Tahun 2024 tentang Evaluasi Pendidikan. Pelabelan ditentukan berdasarkan
atribut angkatan, IPK, dan SKS, dengan menggunakan kode R yang disesuaikan untuk masing-masing
kelompok angkatan. Setelah pelabelan selesai, atribut tersebut dihapus dari dataset untuk mencegah data
leakage, sehingga model tidak memperoleh informasi langsung dari atribut yang menjadi dasar pelabelan.
Tabel 4 jumlah data pelabelan pada masing masing kategori.

Tabel 3. Jumlah Data Setelah Pembersihan

Mahasiswa Angkatan Mahasiswa Angkatan
2022 — 2023 2018 — 2021
Data awal 11.053 7.717
Data yang dihapus 0 2.894
Data bersih 11.053 4.823

Tabel 4. Jumlah Data Hasil Pelabelan

Kelas Mahasiswa Angkatan Mahasiswa Angkatan
2022 — 2023 2018 — 2021
Tidak Berisiko DO 10.876 4.425
Berisiko DO 177 398
Total Data 11.053 4.823

Berdasarkan Tabel 4, terlihat bahwa jumlah mahasiswa yang dikategorikan Berisiko DO jauh lebih
sedikit dibandingkan dengan mahasiswa yang Tidak Berisiko DO. Hal ini menunjukkan bahwa data bersifat
tidak seimbang, sehingga diperlukan penanganan pada tahap selanjutnya untuk menghindari bias dalam
proses pemodelan.

3.3.  Penanganan Data Tidak Seimbang

Pelabelan data sebelumnya menunjukkan adanya ketidakseimbangan antara jumlah mahasiswa yang
tidak berisiko DO dan yang berisiko DO. Ketidakseimbangan ini dapat membuat model bias terhadap kelas
mayoritas, sehingga dilakukan penyeimbangan data menggunakan metode Random Undersampling di R
dengan bantuan library dplyr. Tabel 5 merupakan rincian distribusi data sebelum dan sesudah dilakukan
undersampling:

Tabel 5. Jumlah Data Sebelum dan Sesudah Undersampling
Jumlah Data Setelah

Angkatan Kelas Jumlah Data Awal ;
Undersampling

Tidak Berisiko DO 10.876 177
2022-2023 Berisiko DO 177 177
Total 11.053 354
Tidak Berisiko DO 4.425 398
2018-2021 Berisiko DO 398 398
Total 4.823 796

3.4. Pembagian Data

Pada tahap ini, data dibagi menjadi dua bagian yaitu training dan testing. Pembagian dilakukan
dengan proporsi 80% untuk training dan 20% untuk testing. Tabel 6 adalah jumlah data setelah dilakukan
pembagian.

Tabel 6. Jumlah Data Setelah Pembagian

Angkatan Kelas Jumlah Data Data Training Data Testing
Tidak Berisiko DO 177 142 35
2022-2023 Berisiko DO 177 142 35
Total 354 284 70
Tidak Berisiko DO 398 319 79
2018-2021 Berisiko DO 398 319 79
Total 796 638 158
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3.5. Kilasifikasi Decision Tree C5.0

Algoritma 1 digunakan dalam proses ini adalah decision tree C5.0. Pada tahap ini, data training
digunakan untuk mempelajari pola-pola yang terdapat dalam data, sehingga menghasilkan model klasifikasi.
Selanjutnya, performa model diuji menggunakan data testing untuk melihat akurasinya. Proses pemodelan ini
menggunakan R dengan memanfaatkan library C5.0.

Algoritma 1

# Pemodelan C5.0
library (C50)
features <- setdiff (names (trainData), "status")

model c50 <- C5.0(x trainData[, features],

% trainData$status)
pred test <- predict(model c50, testData[, features], type = "class")
conf matrix test <- confusionMatrix (pred test, testDataSstatus, positive = "Berisiko DO")

print (conf matrix test)

Algoritma 1 digunakan untuk proses Kklasifikasi terhadap data pengujian menggunakan model decision
tree C5.0. Model (model_c50) yang sebelumnya telah dilatih pada data training digunakan untuk
memprediksi kelas atau status mahasiswa pada data uji (testData). dengan menyertakan seluruh fitur kecuali
atribut target. Hasil prediksi disimpan dalam variabel (pred_test). Selanjutnya, performa model dievaluasi
dengan membandingkan hasil prediksi dengan label sebenarnya menggunakan confusion matrix. Tabel 7
merupakan hasil performa model decision tree C5.0 pada masing-masing kategori mahasiswa:

Tabel 7. Peforma Model Decision Tree C5.0

Angkatan Akurasi Presisi Recall F1-Score
2022 — 2023 87,14% 90,62% 82,86% 86,57%
2018 — 2021 93,04% 91,46% 94,94% 93,17%

3.6. Kilasifikasi Decision Tree C5.0 dengan Seleksi Fitur

Seleksi fitur dilakukan untuk mengidentifikasi atribut yang paling relevan dalam memengaruhi
prediksi potensi drop out mahasiswa. Metode yang digunakan adalah Mutual Information, yaitu teknik
seleksi fitur yang mengukur ketergantungan antara masing-masing fitur dengan kelas target. Nilai Mutual
Information yang tinggi menunjukkan bahwa suatu fitur memiliki kontribusi yang besar terhadap proses
klasifikasi. Tahap seleksi fitur ini menggunakan library infotheo pada R.

Algoritma 2

# Seleksi Fitur dengan Mutual Information
X_train <- trainData[, -which (names(trainData) == "status")]
y _train <- trainDataS$status

mi_ scores <- sapply(X train, function(x) {

if (!is.factor(x)) {
x disc <- discretize (x)
} else {

x disc <- x
}
y disc <- discretize(as.numeric(y train))
mutinformation(x disc, y disc)

P

feature importance <- data.frame (
attributes = names (mi_ scores),
importance = mi_scores
)
feature importance <- feature importance[order (feature importanceS$importance,
decreasing = TRUE), ]
print (feature importance)

Algoritma 2 ini digunakan untuk menghitung skor Mutual Information dari setiap atribut dalam data
training terhadap variabel target status. Pertama, fitur prediktor (X_train) dipisahkan dari variabel target
(y_train). Kemudian, setiap atribut dalam X_train dihitung skor Mutual Information-nya terhadap target
menggunakan fungsi (mutinformation). Jika suatu atribut bukan bertipe faktor, maka akan didiskretisasi
terlebih dahulu agar kompatibel dengan perhitungan Mutual Information. Nilai Mutual Information dari
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setiap atribut kemudian dikumpulkan dalam bentuk data frame bernama feature_importance, yang berisi
nama atribut dan nilai pentingnya. Berikut merupakan hasil perhitungan nilai Mutual Information terhadap
atribut pada masing masing kategori mahasiswa:

1. Mahasiswa Angkatan 2022-2023

Tabel 8. Nilai Mutual Information Mahasiswa 2022-2023

Atribut Nilai Mutual Information
jml_absen 0.314353275
jml_mk_lulus 0.263536682
jml_mk_nilai_d 0.090164504
ukt 0.051858529
penghasilan_ortu 0.030852992
jml_mk_mengulang 0.030658137
pekerjaan_ortu 0.014352290
jenis_tinggal 0.011617976
jml_izin 0.004255623
asal_sekolah 0.004103960

Berdasarkan hasil perhitungan Mutual Information terhadap masing-masing atribut pada Tabel 8,
diperoleh bahwa atribut jumlah absen, jumlah mata kuliah lulus, dan jumlah nilai D memiliki kontribusi
informasi paling tinggi terhadap label kelas. Untuk menentukan fitur mana yang dipertahankan, dilakukan
pengujian terhadap berbagai nilai ambang batas (threshold). Berikut merupakan hasil klasifikasi berdasarkan
threshold yang digunakan:

Tabel 9. Thershold Mahasiswa 2022-2023

Thershold Akurasi Presisi Recall F1-Score
>0.03 88,57% 90,91% 85,71% 88,24%
>0.05 87,14% 90,26% 82,86% 86,57%
>>00'029 82,86% 89,66% 74,29% 81,25%

Berdasarkan hasil perbandingan pada berbagai nilai threshold Tabel 9, dipilih threshold >0,03 karena
memberikan performa paling optimal dengan akurasi sebesar 88,57%, presisi 90,91%, recall 85,71%, dan
F1-score 88,24%. Pada threshold ini, terdapat 6 atribut yang dipertahankan, yaitu jumlah absen (jml_absen),
jumlah mata kuliah lulus (jml_mk_lulus), jumlah nilai D (jml_mk_nilai_d), UKT, penghasilan orang tua
(penghasilan_ortu), dan jumlah mata kuliah mengulang (jml_mk_mengulang).

2. Mahasiswa Angkatan 2018-2021

Tabel 10. Nila Mutual Information Mahasiswa 2018-2021

Atribut Nilai Mutual Information
durasi_hari_pengerjaan_ta 0.447796283
jml_kontrak_ta 0.399868985
jml_mk_mengulang 0.395299550
pengajuan_judul_ke_sempro 0.179905567
ukt 0.096227976
jenis_tinggal 0.063286163
rata_rata_bimbingan 0.062123574
jml_mk_nilai_d 0.060729682
jml_absen 0.051989456
penghasilan ortu 0.037189585
jml_izin 0.017184517
mengulang_seminar_sidang 0.013809198
jml_bimbingan 0.007413686
pekerjaan_ortu 0.005837672
asal_sekolah 0.003903298

Tabel 10 menunjukkan bahwa atribut durasi pengerjaan tugas akhir, jumlah kontrak tugas akhir, dan
jumlah mata kuliah mengulang memiliki nilai Mutual Information tertinggi, yang mengindikasikan tingkat
pengaruh yang cukup besar terhadap label kelas. Selanjutnya dilakukan pengujian terhadap beberapa nilai
ambang batas (threshold) untuk menentukan batas yang optimal dalam seleksi fitur.
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Berdasarkan hasil pengujian dengan berbagai nilai threshold Tabel 11, dipilih threshold >0,1 karena
menghasilkan performa yang tinggi dan seimbang dengan akurasi sebesar 94,30%, presisi 96,05%, recall
92,41%, serta F1-score 94,19%. Pada threshold ini, jumlah fitur yang dipertahankan hanya 3 atribut, yaitu
durasi_hari_pengerjaan_ta, jumlah kontrak tugas akhir (jml_kontrak ta), dan jumlah mata kuliah mengulang
(jml_mk_mengulang).

Tabel 11. Thershold Mahasiswa 2018-2021

Thershold Akurasi Presisi Recall F1-Score
zggg 93,67% 92,59% 94,94% 93,75%
zggg 93,67% 94,81% 92,41% 93,59%
>0.1 94,30% 96,05% 92,41% 94,19%
>0.3 94,30% 93,75% 94,94% 94,34%

3.7.  Evaluasi Model
Berikut merupakan perbandingan performa model algoritma decision tree C5.0 antara model dengan
seleksi fitur dan tanpa seleksi fitur berdasarkan metrik akurasi, presisi, recall, dan f1-score:
1. Mahasiswa Angkatan 2022-2023

Tabel 12. Peforma Model Mahasiswa 2022-2023

Jenis Klasifikasi Akurasi Presisi Recall F1-Score
C5.0 tanpa Seleksi Fitur 87,14% 90,62% 82,86% 86,57%
C5.0 dengan Seleksi Fitur 88,57% 90,91% 85,71% 88,24%

Berdasarkan hasil evaluasi pada Tabel 12, model C5.0 tanpa seleksi fitur menghasilkan akurasi
sebesar 87,14%, presisi 90,62%, recall 82,86%, dan F1-score 86,57%. Sementara itu, model C5.0 dengan
seleksi fitur memberikan peningkatan performa dengan akurasi mencapai 88,57%, presisi 90,91%, recall
85,71%, serta F1-score 88,24%. Hasil ini menunjukkan bahwa penerapan seleksi fitur mampu meningkatkan
kinerja model pada seluruh metrik, terutama pada recall dan F1-score, sehingga model menjadi lebih
seimbang dalam mendeteksi mahasiswa yang berisiko drop out maupun yang tidak.

2. Mahasiswa Angkatan 2018-2021

Tabel 13. Peforma Model Mahasiswa 2018-2021

Jenis Klasifikasi Akurasi Presisi Recall F1-Score
C5.0 tanpa Seleksi Fitur 93,04% 91,46% 94,94% 93,17%
C5.0 dengan Seleksi Fitur 94,30% 93,75% 94,94% 94,34%

Pada Tabel 13 model C5.0 tanpa seleksi fitur menghasilkan akurasi sebesar 93,04%, dengan presisi
91,46%, recall 94,94%, dan F1-score 93,17%. Sementara itu, penerapan seleksi fitur meningkatkan performa
model, ditunjukkan dengan akurasi yang naik menjadi 94,30%, presisi 93,75%, recall tetap stabil di 94,94%,
serta F1-score yang meningkat menjadi 94,34%. Peningkatan ini menunjukkan bahwa seleksi fitur tidak
hanya menyederhanakan jumlah atribut yang digunakan, tetapi juga mampu memperbaiki keseimbangan
antara presisi dan recall, sehingga menghasilkan model yang lebih efektif dalam mengklasifikasikan
mahasiswa berisiko drop out.

3.8.  Visualisasi Hasil Klasifikasi
Dalam proses klasifikasi menggunakan algoritma decision tree C5.0, dihasilkan pohon keputusan dan
aturan keputusan (decision rules) yang terbentuk dari struktur cabang pohon.

1. Mahasiswa Angkatan 2022-2023
Gambar 2 menunjukkan pohon keputusan dari model dengan seleksi fitur, di mana jumlah absen
(jml_absen) menjadi atribut utama dalam mengklasifikasikan mahasiswa angkatan 2022-2023 yang berisiko
DO.
Rules Pohon Keputusan
Berdasarkan hasil pemodelan menggunakan pohon keputusan, diperoleh 4 aturan keputusan (decision
rules) yang terbentuk dari struktur cabang pohon, yaitu pada Tabel 14.
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Tabel 14. Rules Mahasiswa 2022-2023

Rules Kondisi
Rule 1 IF jml_absen > 52 THEN status = Berisiko DO
Rule 2 IF jml absen <52 AND jml mk lulus <22 THEN status = Berisiko DO
IF jml absen < 52 AND jml mk lulus > 22 AND UKT IN {Beasiswa, Kurang dari
Rule 3 Rp1.000.000, Rp1.000.000 -Rp1.999.999, Rp2.000.000 — Rp4.999.999, Rp5.000.000 —
Rp10.000.000} THEN status = Tidak Berisiko DO

Rule 4 IF jumlah absen < 52 AND jml_mk_lulus > 22 AND UKT = Lebih dari Rp 10.000.000
THEN status = Berisiko DO
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2. Mahasiswa Angkatan 2018-2021
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Gambar 3. Pohon Keputusan Mahasiswa 2018-2021

Gambar 3 menunjukkan hasil pohon keputusan dari model klasifikasi dengan seleksi fitur, dimana
atribut durasi pengerjaan tugas akhir (durasi_pengerjaan_ta) merupakan akar dari pohon keputusan, yang
menunjukkan bahwa atribut ini memiliki pengaruh paling besar dalam menentukan risiko DO pada
mahasiswa angkatan 2018 — 2021.

Rules Pohon Keputusan

Sedangkan pada pemodelan kategori mahasiswa angkatan 2018-2021, diperoleh 5 aturan keputusan
(decision rules) yang terbentuk dari struktur cabang pohon, yaitu pada Tabel 15.
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Tabel 15. Rules Mahasiswa 2018-2021

Rules Kondisi

Rule 1 IF durasi_pengerjaan_ta > 968 THEN status = Berisiko DO

Rule 2 IF durasi_pengerjaan ta <968 AND jml mk mengulang > 8 THEN status = Berisiko DO
IF durasi_pengerjaan_ta <968 AND jml _mk mengulang < 8 AND durasi_pengerjaan_ta <

Rule3 " 600 THEN status = Tidak Berisiko DO
Rule 4 IF durasi_pengerjaan ta <968 AND jml_mk mengulang < 8 AND durasi_pengerjaan_ta >
600 AND jml kontrak ta <3 THEN status = Berisiko DO
Rule 5 IF durasi_pengerjaan ta <968 AND jml_mk mengulang < 8 AND durasi_pengerjaan_ta >
600 AND jml_kontrak ta > 3 THEN status = Tidak Berisiko DO
3.9. Diskusi

Hasil klasifikasi menunjukkan bahwa penerapan seleksi fitur mampu meningkatkan kinerja model
C5.0 pada kedua kelompok mahasiswa. Peningkatan akurasi, presisi, recall, dan F1-score membuktikan
bahwa seleksi fitur berhasil mengeliminasi atribut-atribut yang kurang relevan, sehingga model mampu
mengidentifikasi pola dengan lebih efektif. Temuan ini sejalan dengan studi sebelumnya Putri et al., 2024
yang juga menunjukkan bahwa seleksi fitur secara signifikan dapat meningkatkan akurasi dan efisiensi model
klasifikasi [15].

Dari hasil pohon keputusan, diketahui bahwa atribut kunci untuk setiap kelompok mahasiswa berbeda.
Pada mahasiswa tingkat awal (angkatan 2022-2023), atribut jumlah absen menjadi faktor dominan dalam
menentukan risiko drop out. Hal ini mengindikasikan bahwa pada masa-masa awal perkuliahan, tingkat
kehadiran terhadap kegiatan akademik menjadi faktor paling kuat. Namun, pada mahasiswa tingkat akhir
(angkatan 2018-2021), atribut durasi pengerjaan tugas akhir menjadi akar pohon keputusan, menegaskan
bahwa pada tahap akhir studi, proses penyelesaian tugas akhir menjadi hambatan utama. Hal ini juga
membuktikan bahwa faktor risiko drop out bersifat dinamis dan dapat berubah seiring masa studi mahasiswa.

Meskipun demikian, penelitian ini memiliki keterbatasan karena hanya menganalisis data dari satu
universitas. Oleh karena itu, hasil ini perlu didukung dengan analisis kondisi lapangan yang lebih luas agar
kebijakan yang dibuat bisa lebih tepat sasaran. Penelitian selanjutnya dapat memperluas cakupan dengan
mengaplikasikan model ini pada universitas lain atau mengintegrasikan variabel lain yang lebih mendalam
untuk mengidentifikasi pola yang lebih kompleks.

4, KESIMPULAN

Berdasarkan hasil penelitian, algoritma C5.0 terbukti mampu memberikan performa klasifikasi yang
baik pada kedua kelompok data mahasiswa. Pada angkatan 2022-2023, model tanpa seleksi fitur
menghasilkan akurasi 87,14%, sedangkan penerapan seleksi fitur dengan threshold >0,03 mampu
meningkatkan akurasi menjadi 88,57% dengan keseimbangan presisi dan recall yang lebih baik. Sementara
itu, pada angkatan 2018-2021, model tanpa seleksi fitur memiliki akurasi 93,04%, dan meningkat menjadi
94,30% setelah dilakukan seleksi fitur dengan threshold >0,1. Hasil ini menunjukkan bahwa seleksi fitur
tidak hanya membuat model lebih efisien, tetapi juga memperkuat performa klasifikasi. Atribut yang paling
berpengaruh juga berbeda pada masing-masing kelompok, di mana jumlah absen menjadi indikator utama
pada mahasiswa angkatan 2022-2023, sedangkan durasi pengerjaan tugas akhir lebih dominan pada
mahasiswa angkatan 2018-2021.
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