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Abstract

Adolescent mental health is a critical global issue, driven by the increasing prevalence of depression, anxiety, and
personality disorders during the productive age. Conventional evaluation methods, such as clinical interviews and
questionnaires, are often subjective, time-consuming, and limited in scope, thereby delaying early intervention. This
study aims to develop an early detection model for adolescent mental health using text analysis based on the Support
Vector Machine (SVM) algorithm. The dataset comprises approximately 4,000 text entries collected from Reddit forums
and categorized into five classes: stress, depression, bipolar disorder, personality disorder, and anxiety. After
resampling, each class contained approximately 200 samples. Text preprocessing included cleaning, tokenization,
stopword removal, and stemming. Feature representation was performed using a combination of word-level and
character-level Term Frequency—Inverse Document Frequency (TF-IDF), resulting in 28,456 features. Two models—
Linear SVC and SVC with a Radial Basis Function (RBF) kernel—were evaluated using grid search. Experimental
results indicate that the SVC (RBF) model achieved the best performance, with an accuracy of 63.3% and a macro-F1
score of 0.635 on the test set. Further analysis shows that class 0 (stress) achieved the most stable performance (F1 =
0.730), while class 1 (depression) remained the most challenging to classify (F1 = 0.545). The Precision-Recall curve
further indicates that class 0 achieved the highest average precision (0.844), whereas class 4 (anxiety) obtained the
lowest (0.638). These findings demonstrate the potential of SVM-based text analysis for early detection of adolescent
mental health conditions, while highlighting the need for further optimization, particularly in handling classes with subtle

linguistic patterns.
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Abstrak

Kesehatan mental remaja merupakan aspek fundamental dalam pembangunan generasi muda. Peningkatan prevalensi
depresi, kecemasan, dan gangguan kepribadian di kalangan remaja menimbulkan dampak serius terhadap kesejahteraan
individu dan masyarakat. Evaluasi tradisional melalui wawancara atau kuesioner bersifat subjektif dan memerlukan
waktu lama, sehingga sering terlambat dalam memberikan intervensi dini. Penelitian ini bertujuan mengembangkan
model deteksi dini kesehatan mental remaja berbasis analisis teks menggunakan algoritma Support Vector Machine
(SVM). Dataset terdiri dari +4000 entri teks dari forum Reddit dengan lima kategori: stress, depresi, bipolar, gangguan
kepribadian, dan anxiety. Setelah dilakukan resampling, setiap kelas memiliki sekitar 200 data. Teks diproses melalui
cleaning, tokenisasi, penghapusan stopwords, dan stemming. Representasi fitur dilakukan dengan gabungan word-level
dan char-level TF-IDF, menghasilkan 28.456 fitur. Dua model diuji, yaitu Linear SVC dan SVC dengan kernel RBF,
melalui grid search. Hasil terbaik diperolen SVC (RBF) dengan akurasi 63.3% dan macro-F1 0.635 pada data uji.
Analisis menunjukkan kelas 0 (stress) paling stabil (F1=0.730), sedangkan kelas 1 (depresi) masih sulit dideteksi
(F1=0.545). PR Curve memperlihatkan AP tertinggi pada kelas 0 (0.844) dan terendah pada kelas 4 (0.638). Hasil ini
menunjukkan bahwa SVM mampu memberikan baseline yang menjanjikan untuk deteksi dini kesehatan mental berbasis

teks, meskipun optimasi lanjutan tetap diperlukan.
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1. PENDAHULUAN

Kesehatan mental merupakan aspek krusial dalam perkembangan remaja, di mana gangguan mental
yang muncul pada usia dini dapat memberikan dampak jangka panjang terhadap kesejahteraan individu dan
masyarakat[1]. Tekanan akademik, intensitas penggunaan media sosial, serta dinamika lingkungan keluarga
dan pertemanan sering kali berkontribusi terhadap meningkatnya kasus stres, depresi, dan gangguan
kepribadian pada kelompok usia remaja. Sejumlah survei internasional dan nasional juga melaporkan
peningkatan prevalensi gangguan kesehatan mental pada kelompok usia 15-24 tahun. Kondisi ini
menunjukkan bahwa gejala awal gangguan mental sering berkembang pada fase remaja, namun tidak selalu
teridentifikasi secara tepat waktu. Akibatnya, intervensi kerap dilakukan pada tahap yang lebih lanjut, ketika
dampak negatif telah meluas, seperti penurunan prestasi akademik, kecenderungan penyalahgunaan zat,
hingga meningkatnya risiko bunuh diri. Oleh sebab itu, pendekatan yang mampu mengenali indikasi awal
gangguan kesehatan mental secara lebih cepat dan objektif menjadi semakin relevan untuk dikembangkan.

Metode tradisional dalam mendeteksi kesehatan mental, seperti wawancara psikologis dan kuesioner,
masih banyak digunakan[2]. Namun, metode ini memiliki keterbatasan karena bergantung pada subjektivitas
responden dan keterampilan tenaga kesehatan. Selain itu, cakupan metode ini terbatas sehingga sulit
menjangkau populasi remaja yang lebih luas. Seiring dengan pesatnya perkembangan teknologi digital,
media sosial telah menjadi ruang utama bagi remaja untuk mengekspresikan perasaan, pengalaman pribadi,
serta kondisi emosional mereka secara spontan dan berkelanjutan. Konten tekstual yang dihasilkan, seperti
cerita personal, keluhan emosional, maupun ekspresi psikologis sehari-hari, mengandung informasi linguistik
yang berpotensi mencerminkan kondisi kesehatan mental individu. Sejumlah penelitian menunjukkan bahwa
pendekatan berbasis kecerdasan buatan, khususnya machine learning dan deep learning, mampu
mengekstraksi pola-pola kompleks dari data teks dalam skala besar secara lebih objektif dan konsisten
dibandingkan pendekatan manual[3][4]. Pemanfaatan teknik analisis teks berbasis ML juga telah terbukti
efektif dalam mendukung proses identifikasi dini gejala gangguan kesehatan mental, serta memungkinkan
pengembangan sistem pemantauan yang cepat, adaptif, dan dapat diterapkan pada populasi yang luas[5][6].

Berbagai penelitian telah menyoroti pentingnya evaluasi dan pemantauan kesehatan mental pada
lingkungan pendidikan, mengingat tingginya tekanan dan tantangan yang dihadapi oleh pelajar[7]. Studi
literatur menyimpulkan bahwa pemanfaatan teknik machine learning dapat memberikan kontribusi signifikan
dalam mendeteksi gejala awal gangguan kesehatan mental melalui analisis data yang bersifat objektif[8].
Pendekatan multimodal telah terbukti efektif dalam mendeteksi serta mengklasifikasikan tanda-tanda awal
masalah kesehatan mental[9]. Penggunaan algoritma Support Vector Machine (SVM) dalam analisis teks
dapat menangani data dengan dimensi tinggi dan menghasilkan klasifikasi yang akurat[10][11]. Model
prediktif yang dikembangkan dengan menggunakan classifiers telah meningkatkan akurasi dalam mendeteksi
gangguan mental, sehingga mendukung strategi intervensi dini yang lebih efektif[12][13]. Penelitian terkini
menunjukkan bahwa SVM, jika diintegrasikan dengan analisis teks, dapat meningkatkan akurasi dan
efektivitas dalam mengidentifikasi potensi masalah kesehatan mental, sehingga memungkinkan intervensi
yang lebih cepat dan tepat[14].

Meskipun berbagai penelitian terdahulu telah menunjukkan efektivitas pendekatan machine learning,
khususnya Support Vector Machine, dalam mendeteksi gangguan kesehatan mental berbasis teks, sebagian
besar studi masih berfokus pada klasifikasi biner, dataset dengan distribusi kelas yang tidak seimbang, atau
penggunaan representasi fitur tunggal. Selain itu, evaluasi performa sering kali terbatas pada satu konfigurasi
model tanpa analisis perbandingan yang komprehensif. Berangkat dari celah tersebut, penelitian ini
menghadirkan pendekatan yang mengombinasikan representasi fitur word-level dan character-level TF-IDF
untuk menangkap variasi linguistik yang lebih halus pada teks media sosial. Selain itu, penelitian ini
melakukan evaluasi komparatif antara Linear SVC dan SVC dengan kernel Radial Basis Function (RBF)
pada skenario multi-kelas yang mencakup lima kategori kesehatan mental. Dengan demikian, kontribusi
utama penelitian ini terletak pada penyediaan baseline yang terstruktur dan terukur untuk deteksi dini
kesehatan mental remaja berbasis analisis teks, sekaligus memberikan pemahaman yang lebih mendalam
mengenai tantangan klasifikasi pada kelas-kelas dengan pola linguistik yang saling tumpang tindih.

2. METODOLOGI PENELITIAN

Alur metodologi penelitian dimulai dari tahap pengumpulan Dataset (lihat Gambar 1). Data mentah
tersebut selanjutnya melalui proses preprocessing untuk membersihkan dan menormalisasi teks. Hasil
praproses kemudian dikonversi ke dalam bentuk numerik melalui ekstraksi fitur dengan metode TF-1DF, baik
pada level kata maupun karakter. Representasi fitur ini menjadi dasar bagi tahap pelatihan model
menggunakan algoritma Support Vector Machine (SVM). Setelah model terbentuk, dilakukan
hyperparameter tuning melalui grid search dan validasi silang untuk memperoleh konfigurasi terbaik. Tahap
akhir adalah evaluasi model dengan berbagai metrik performa seperti akurasi, presisi, recall, F1-score, serta
visualisasi berupa Confusion Matrix dan Precision-Recall Curve.
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Gambar 1. Metodologi Penelitian

2.1. Dataset

Dataset penelitian terdiri dari £4000 entri teks Reddit dengan lima kategori kesehatan mental. Setelah
resampling, distribusi menjadi relatif seimbang: kelas 1 (200), kelas 4 (191), kelas 2 (184), kelas 0 (183), dan
kelas 3 (182). Mayoritas teks berisi kurang dari 300 kata yang dapat dilihat pada Tabel 1 dan cuplikan data
pada Gambar 2.

Tabel 1. Distribusi label data

Kelas Jumlah
200
191
184
183
182

WoOnN B~

text title target

“*Hi there!!™

Trying to write an Email while Manic lilke: 2

| have been suspecting about having AvPD for quite some time. Knowing that my inabil'rrytoo

ha\r§ t_:!ose relatlianships and function in society !vfasnl\ just m)_rlfa_l_.lltlbut is due}o a c?ndlitiog Resentment ’
Hello everyane, lurker far 8 small while now. I'm 24M @ |Hello, new here 3
yﬁ‘:"ﬂzfgcﬂtﬂ:”ﬂ:’;y”::f;ﬂh?;;ﬁ’fﬁ?h‘;S;_::E::::mg TERE Il e T o2 | 3 practices | use to alleviate my social anxisty QUICKLY. 3
I know! O | Anticipated 2

And |.i{I'ION this wont work but idk what else to do. | just genuinely hate myseff and | hope tf X . .
maybe if | hit my goal weight | can finally have the corfidence to talk to people and not feel Im trying to solve an intemal issue extemally 3

Hello everyone, | am wiiting this because I've been reading posts on this sub for the past o

week, since 've leamed about AvPD from my new therapist and researching about this Looking for some good vibes 3

I've been on lithium and olanzapine for a few manths, and I've developed bad acne and spots 2
on my cheeks that Im really seff-conscious about. | used to have such clear skin. | use a Acne help? 2

| found out that in times whene my social anwiety was really bad this would also heavily

influence my own self confidence and self worth. | would beat myself up for everything | did Does your aniety affects your self confidence? 4
I'm a software developer and work long hours sometimes. When | get a complex problem to X
solve I'm getting nervous and eventually had tension headaches lasting for the entire day. At IT and aniety 0

Gambar 2. Cuplikan dataset

2.2.  Pra-pemrosesan

Tahap pra-pemrosesan bertujuan untuk membersihkan dan menormalkan data teks agar representasi
fitur yang dihasilkan lebih konsisten serta relevan untuk proses klasifikasi. Proses ini dimulai dengan case
folding untuk mengonversi seluruh teks menjadi huruf kecil, sehingga variasi penulisan tidak memengaruhi
pembentukan fitur. Selanjutnya dilakukan tokenisasi untuk memecah teks menjadi unit kata, diikuti dengan
penghapusan stopwords guna menghilangkan kata-kata umum yang tidak memiliki kontribusi semantik
signifikan terhadap klasifikasi. Proses stemming kemudian diterapkan untuk mengembalikan kata ke bentuk
dasarnya, sehingga variasi morfologis dapat diminimalkan. Selain itu, dilakukan penyaringan karakter khusus
dan simbol yang tidak relevan dengan analisis linguistik. Setelah seluruh tahapan pra-pemrosesan diterapkan,
dataset dibagi menjadi dua bagian, yaitu 752 entri untuk data pelatihan dan 188 entri untuk data pengujian,
dengan menjaga proporsi kelas pada masing-masing subset agar distribusi label tetap seimbang. Pembagian
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ini bertujuan untuk memastikan evaluasi performa model mencerminkan kemampuan generalisasi yang adil
terhadap seluruh kelas.

2.3.  Representasi Fitur

Representasi fitur dilakukan menggunakan pendekatan Term Frequency—Inverse Document
Frequency (TF-IDF), yang bertujuan untuk mengukur tingkat kepentingan suatu istilah dalam sebuah
dokumen relatif terhadap seluruh dokumen dalam korpus. Pada penelitian ini, digunakan kombinasi TF-IDF
pada level kata (word-level) dengan n-gram 1-2 dan level karakter (character-level) dengan n-gram 3-5.
Pendekatan gabungan ini dirancang untuk menangkap baik informasi semantik dari kata maupun variasi
linguistik halus seperti kesalahan penulisan, singkatan, dan ekspresi informal yang umum ditemukan pada
teks media sosial. Secara matematis, TF-IDF didefinisikan pada persamaan 1 dan Hasil transformasi dapat
dilihat pada persamaan 2.

TF — IDF(t,d) = TF(t,d) X logDF (t)N 1)

Xtrain € R752X28456,Xt65t € R188><284-56 (2)

2.4. Pemodelan

Tahap pemodelan dilakukan menggunakan algoritma Support Vector Machine (SVM) karena
kemampuannya dalam menangani data berdimensi tinggi serta performanya yang stabil pada tugas klasifikasi
teks. Dua varian model diuji, yaitu Linear Support Vector Classifier (Linear SVC) dan SVC dengan kernel
Radial Basis Function (RBF). Linear SVC digunakan sebagai baseline karena efisiensinya pada data teks,
sementara kernel RBF dipilih untuk mengeksplorasi kemampuan model dalam menangkap pola non-linear
yang mungkin muncul pada data linguistik yang kompleks.

Tabel 2. Grid Research

Model Parameter Terbaik CV f1_Macro
Linear SVC C=0.5 0.654
SVC (RBF) C=2, gamma=scale 0.669

Hasil grid search yang ditampilkan pada Tabel 2 memperlihatkan bahwa kedua algoritma yang diuji
Linear SVC, SVC dengan kernel RBF menunjukkan kinerja yang cukup kompetitif dengan skor macro-F1
berkisar antara 0.654 hingga 0.669. Linear SVC dengan parameter terbaik C = 0.5 menghasilkan skor macro-
F1 sebesar 0.654. Nilai ini menunjukkan kemampuan cukup baik dalam mengklasifikasikan seluruh kelas,
namun margin pemisah linear kurang mampu menangkap kompleksitas pola linguistik pada data teks. SVC
dengan kernel RBF memberikan perbaikan performa dengan skor macro-F1 0.669 pada konfigurasi C = 2
dan y = scale.

2.5. Evaluasi

Evaluasi performa model dilakukan menggunakan beberapa metrik klasifikasi, yaitu akurasi,
precision, recall, dan F1-score, untuk memberikan gambaran yang komprehensif mengenai kemampuan
model. Penggunaan metrik macro-F1 dipilih karena setiap kelas memiliki tingkat kepentingan yang sama
dalam konteks deteksi kesehatan mental. F1-score didefinisikan sebagai harmonisasi antara precision dan
recall, yang dirumuskan pada persamaan 3.

Precision X Recall

Fl1=2x Precision+ Recall (3)
Selain metrik numerik, evaluasi juga dilengkapi dengan Confusion Matrix untuk menganalisis

kesalahan klasifikasi antar kelas, serta Precision—Recall Curve untuk menilai keseimbangan antara ketepatan

dan kelengkapan prediksi pada masing-masing kelas. Pendekatan evaluasi ini memungkinkan analisis

performa model secara lebih mendalam, khususnya pada kelas-kelas yang memiliki kemiripan pola

linguistik.

2.6. Literature Review

Pemanfaatan data digital untuk analisis kesehatan mental telah menjadi fokus utama dalam penelitian
terkini, terutama dengan meningkatnya penggunaan media sosial sebagai sarana ekspresi emosional individu.
Sejumlah studi menunjukkan bahwa teks yang dihasilkan pengguna mengandung pola linguistik dan
emosional yang dapat merefleksikan kondisi psikologis secara tidak langsung, sehingga berpotensi digunakan
sebagai indikator awal gangguan kesehatan mental [15][16][17]. Pendekatan berbasis machine learning
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memungkinkan proses analisis dilakukan secara objektif dan berskala besar, melampaui keterbatasan metode
konvensional yang bergantung pada wawancara dan kuesioner manual [18] [19]. Review komprehensif yang
dilakukan oleh Deshmukh [3] dan Saleem [4] menegaskan bahwa teknik ML dan Al telah menunjukkan
kinerja yang menjanjikan dalam mendeteksi depresi, kecemasan, dan stres melalui analisis teks media sosial.
Berbagai algoritma machine learning telah diterapkan dalam konteks deteksi kesehatan mental, termasuk
Logistic Regression, Naive Bayes, Random Forest, dan Support Vector Machine (SVM). Di antara metode
tersebut, SVM sering dilaporkan memiliki performa yang stabil pada Klasifikasi teks berdimensi tinggi,
khususnya ketika dikombinasikan dengan representasi fitur berbasis TF-IDF. Chauhan [20] dan Pritam [21]
menunjukkan bahwa SVM mampu menghasilkan akurasi yang kompetitif dalam mendeteksi gangguan
mental pada pelajar, sementara Sharma [22] dan Kaushik [23]menekankan efektivitas penggunaan classifier
dalam mendukung strategi deteksi dini. Temuan ini mengindikasikan bahwa SVM masih relevan digunakan
sebagai baseline yang kuat dalam penelitian klasifikasi kesehatan mental berbasis teks.

Beberapa penelitian juga mengeksplorasi penggunaan deep learning dan pendekatan multimodal untuk
meningkatkan akurasi deteksi gangguan mental. Kogilathota [24] menunjukkan bahwa integrasi berbagai
sumber data dapat memperkaya representasi kondisi psikologis individu, sementara studi lain menyoroti
potensi deep learning dalam menangkap pola non-linear yang kompleks [25]. Namun demikian, pendekatan
tersebut umumnya memerlukan dataset berukuran besar serta sumber daya komputasi yang tinggi, sehingga
tidak selalu praktis untuk skenario penelitian dengan data terbatas. Oleh karena itu, penggunaan SVM dengan
kombinasi representasi fitur linguistik yang tepat tetap menjadi pendekatan yang relevan, terutama untuk
membangun baseline yang terukur dan dapat direplikasi dalam konteks deteksi dini kesehatan mental remaja
berbasis teks.

3. RESULTS AND DISCUSSION
3.1. Hasil Grid Search

Linear SVC (C=0.5) mencapai fl_macro=0.654, sedangkan SVC RBF (C=2, y=scale) mencapai
f1_macro=0.669. Hal ini menunjukkan bahwa kernel non-linear lebih mampu menangkap pola kompleks
dalam data

3.2. Evaluasi pada Data uji

Model SVC ber-kernel RBF yang telah dipilih melalui proses validasi silang dievaluasi pada data uji
terpisah untuk menilai kemampuan generalisasi di luar data pelatihan. Penilaian dilakukan menggunakan
metrik standar klasifikasi—precision, recall, dan F1-score per kelas—serta support (jumlah sampel per
kelas). Pelaporan per kelas diperlukan karena performa model pada tugas multi-kelas sering tidak merata.
Ringkasan hasil pengukuran pada data uji disajikan pada Tabel 3, yang menampilkan metrik untuk masing-
masing kelas bersama nilai agregat yang akan dibahas setelah tabel.

Table 3. Metrik Evaluasi

Kelas Precision Recall F1-score Support
0] 0.730 0.730 0.730 37
1 0.500 0.600 0.545 40
2 0.818 0.486 0.610 37
3 0.643 0.750 0.692 36
4 0.590 0.605 0.597 38

Akurasi keseluruhan 0.633, dengan macro-F1 0.635. Kelas 0 paling stabil, kelas 2 memiliki precision
tinggi namun recall rendah, dan kelas 1 merupakan yang terlemah.

3.3.  Confusion Matrix
Confusion Matrix menunjukkan bahwa kelas 1 dan 4 sering tertukar, mengindikasikan adanya
kemiripan linguistik pada gejala depresi dan kecemasan (lihat Gambar 3).

3.4.  Precision-Recall Curve

PR Curve menunjukkan AP tertinggi pada kelas 0 (0.844), sedangkan kelas 1 dan 4 lebih rendah
(0.684 dan 0.638). Hal ini menegaskan tantangan dalam membedakan gejala depresi dan anxiety.

Gambar 4 memperlihatkan keseimbangan antara precision dan recall untuk tiap kelas pada model
SVC dengan kernel RBF. Kelas 0 memiliki performa terbaik dengan Average Precision (AP) = 0.844,
menandakan model sangat konsisten mendeteksi kelas ini dengan sedikit kesalahan. Kelas 2 (AP = 0.785)
dan kelas 3 (AP = 0.780) menunjukkan performa menengah, di mana precision masih relatif tinggi meski
recall menurun di beberapa titik. Kelas 1 (AP = 0.684) dan kelas 4 (AP = 0.638) memiliki kurva paling
rendah, yang berarti model lebih sulit menyeimbangkan ketepatan dan kelengkapan pada dua kelas ini.
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SVC (RBF) mampu meningkatkan deteksi pada kelas dominan (kelas 0) dibanding model linear,
tetapi masih terdapat gap besar antar kelas, terutama pada kelas 1 dan 4.

Confusion Matrix — LogReg

25

20

15

- 10

Pred

Gambar 3. Confusion Matrix

PR Curve — SVC _RBF

1.0 0 (AP=0.844)
1 (AP=0.684)
0.9 2 (AP=0.785)
3 (AP=0.780)
4 (AP=0.638)
0.8
0.7
=
o
@06
o
£
0.5
0.4
0.3
0.2

0.0 0.2 0.4 0.6 0.8 1.0
Recall

Gambar 4. Precision-Recall Curve per kelas

3.5. Diskusi

Hasil penelitian menunjukkan bahwa model Support Vector Machine dengan kernel Radial Basis
Function (SVM RBF) mampu memberikan performa yang lebih baik dibandingkan model linear, yang
tercermin dari peningkatan nilai macro-F1 dan stabilitas prediksi pada beberapa kelas. Keunggulan ini dapat
dijelaskan oleh kemampuan kernel RBF dalam memetakan data ke ruang berdimensi lebih tinggi, sehingga
pola linguistik non-linear yang muncul dalam teks media sosial dapat dipisahkan dengan lebih efektif.
Karakteristik bahasa pada unggahan remaja, yang sering bersifat informal, ambigu, dan emosional,
menyebabkan hubungan antar fitur tidak selalu linear, sehingga pendekatan non-linear menjadi lebih sesuai
untuk menangkap kompleksitas tersebut. Hal ini juga menjelaskan mengapa kelas stres menunjukkan
performa paling stabil, karena ekspresi linguistik pada kelas ini cenderung lebih eksplisit dan konsisten
dibandingkan kelas lainnya. Ketimpangan performa antar kelas, khususnya pada kelas depresi dan
kecemasan, mengindikasikan adanya tumpang tindih pola linguistik yang cukup tinggi. Ekspresi emosional
pada kedua kondisi tersebut sering kali menggunakan kosakata dan struktur kalimat yang serupa, sehingga
menyulitkan model untuk membedakannya secara tegas. Temuan ini sejalan dengan penelitian terdahulu
yang melaporkan bahwa klasifikasi gangguan mental berbasis teks multi-kelas memiliki tingkat kesulitan
yang lebih tinggi dibandingkan Klasifikasi biner, terutama ketika kelas-kelas yang dianalisis memiliki
karakteristik linguistik yang berdekatan. Dibandingkan dengan studi sebelumnya yang menggunakan SVM
dan representasi TF-IDF, performa yang diperoleh dalam penelitian ini berada pada kisaran yang sebanding,
sehingga memperkuat peran SVM sebagai baseline yang reliabel dalam deteksi kesehatan mental berbasis
teks. Dari sisi implikasi, hasil penelitian ini menunjukkan bahwa pendekatan berbasis analisis teks dan
machine learning berpotensi mendukung sistem deteksi dini kesehatan mental remaja secara otomatis dan
berskala besar. Namun demikian, beberapa keterbatasan masih perlu diperhatikan. Dataset yang digunakan
bersumber dari platform media sosial berbahasa Inggris, sehingga generalisasi ke konteks bahasa dan budaya
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lain, termasuk bahasa Indonesia, masih terbatas. Selain itu, meskipun distribusi kelas telah diseimbangkan
melalui resampling, variasi linguistik alami antar kelas tetap menjadi tantangan utama. Oleh karena itu,
pengembangan selanjutnya dapat diarahkan pada integrasi data primer berbahasa Indonesia, penerapan teknik
penyesuaian bobot kelas untuk meningkatkan sensitivitas terhadap kelas minor, serta eksplorasi representasi
berbasis embedding semantik seperti Word2Vec atau BERT guna menangkap konteks makna yang lebih
dalam. Pendekatan tersebut diharapkan mampu meningkatkan performa model, khususnya pada kelas-kelas
dengan pola linguistik yang saling tumpang tindih.

4, CONCLUSION

Penelitian ini menunjukkan bahwa pendekatan deteksi dini kesehatan mental remaja berbasis analisis
teks menggunakan Support Vector Machine (SVM) mampu mengidentifikasi pola linguistik yang berkaitan
dengan kondisi psikologis secara cukup efektif. Model yang dikembangkan mencapai akurasi sebesar 63.3%
dan nilai macro-F1 sebesar 0.635, dengan performa paling stabil pada kelas stres. Hasil ini mengindikasikan
bahwa pemanfaatan SVM sebagai baseline dalam klasifikasi multi-kelas kesehatan mental berbasis teks dapat
memberikan kontribusi yang relevan dalam mendukung upaya deteksi dini, khususnya pada skenario dengan
keterbatasan data dan sumber daya komputasi. Meskipun demikian, performa model yang belum merata antar
kelas, terutama pada kelas depresi dan kecemasan, menunjukkan adanya keterbatasan dalam membedakan
kondisi mental dengan pola linguistik yang saling tumpang tindih. Selain itu, penggunaan dataset berbahasa
Inggris dari media sosial membatasi generalisasi hasil ke konteks bahasa dan budaya lain. Pengembangan
selanjutnya dapat diarahkan pada perluasan dataset yang lebih beragam, penerapan strategi penyesuaian
bobot kelas, serta eksplorasi representasi fitur berbasis embedding semantik seperti Word2Vec atau model
berbasis transformer seperti BERT, guna meningkatkan kemampuan model dalam menangkap konteks dan
nuansa bahasa secara lebih mendalam.
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