
Institute of Research and Publication Indonesia (IRPI) 

Public Research Journal of Engineering, Data Technology and Computer Science 

Journal Homepage: https://journal.irpi.or.id/index.php/predatecs 

Vol. 2 Iss. 1 July 2024, pp: 18-25 

ISSN(P): 3024-921X | ISSN(E): 3024-8043 

      18 

 
DOI: https://doi.org/10.57152/predatecs.v2i1.1099 

Classifications of Offline Shopping Trends and Patterns with  

Machine Learning Algorithms 
 

Muta’alimah1*, Cindy Kirana Zarry2, Atha Kurniawan3,  

Hauriya Hasysya4, Muhammad Farhan Firas5, Nurin Nadhirah6 

 
1,2,3Department of Information Systems, Faculty of Science and Technology,  

Universitas Islam Negeri Sultan Syarif Kasim Riau, Indonesia 
4Department of Human Resource Development, Faculty of Social Science and Humanities,  

University Technology Malaysia, Malaysia  
5Department of Theology and Philosophy, Faculty of Islamic Studies,  

University Kebangsaan Malaysia, Malaysia 
6Department of Malay Studies, Faculty of Malay Studies, University Malaya, Malaysia 

 

E-Mail: 112150323778@students.uin-suska.ac.id, 212150322263@students.uin-suska.ac.id, 
312150311424@students.uin-suska.ac.id, 4hauriya@graduate.utm.my,  

5127340@siswa.ukm.edu.my, 623004004@siswa.um.edu.my  

 
Received Dec 27th 2023; Revised Mar 11th 2024; Accepted Apr 18th 2024 

Corresponding Author: Muta’alimah 

 
Abstract 

 
Advancements in technology have made online shopping popular among many. However, the use of offline marketing 

models is still considered a profitable and important way of business development. This can be seen in the 2022 

Association of Retail Entrepreneurs of Indonesia (APRINDO), which states that  60% of Indonesians shop offline, and in 

2023, more than 75% of continental European consumers will prefer to shop offline. This is because many benefits can 

be achieved through offline marketing that cannot be obtained from online marketing. Therefore, classification of 

patterns and trends is performed to compare the results of the algorithms under study. Furthermore, this research was 

conducted to help offline retailers understand consumption patterns and trends that affect purchases. The algorithms 

analyzed in this study are K-Nearest Neighbor (K-NN), Naive Bayes, and Artificial Neural Network (ANN). As a result, 

the ANN algorithm obtained the highest confusion matrix results with an Accuracy value of 96.38%, Precision of 

100.00%, and Recall of 100.00%. Meanwhile, when the Naive Bayes algorithm was used, the lowest Accuracy value was 

57.39%, the Precision value was 57.86%, and when the K-NN algorithm was used, the Recall value was as low as 

92.00%. These results indicate that the ANN algorithm is better at classifying offline shopping image data than the K-NN 

and Naive Bayes algorithms. 
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1. INTRODUCTION 

Technological development has changed various aspects of people and life, which has affected daily 

life. One of the habits of people to fulfill their needs is shopping offline or online. Although online shopping 

has been in high demand among the general public, especially the younger generation, in recent years, the use 

of offline shopping models is still considered useful and important for business development [1]. In 2022, the 

Association of Indonesian Retail Entrepreneurs (APRINDO) reported that 60% of Indonesians will shop 

offline [2], and in 2023, more 75% of continental European consumers will prefer to shop offline [3], [4]. 

Offline shopping is a functional activity that is done completely in person, it is a meeting between 

merchants and buyers where buying and selling transactions take place [5]. Offline shopping in malls or 

stores has long been an activity that dominates customers' lifestyles. This experience is not only about getting 

the desired product but also about creating fun things, one of which is the opportunity to negotiate with the 

seller [6].   

Offline retailers face significant challenges in the face of changing consumer trends. The growing 

trend of shopping is forcing retailers to find ways to delight consumers when they shop offline, with rapid 

competition among offline retailers and a shift in consumer interest to online stores that offer convenience 

and efficiency [7]. Over the past decade, the number of online shopping portals, the range of products 

available online, and high-speed internet access have continued to grow [8]. Therefore, offline retailers must 
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be able to understand consumer buying habits and trends by analyzing product customizations, marketing 

strategies, and overall customer experience [9]. 

Examining patterns and trends in traditional marketing is crucial for obtaining precise outcomes [10]. 

Numerous algorithms are at one's disposal, and in this investigation, three were scrutinized: K-Nearest 

Neighbor (K-NN), Naive Bayes, and Artificial Neural Network (ANN) [11], [12]. Some previous research 

related to analysis and case studies namely, [13] in this study using the integration of iForest Outlier 

Detection, ADASYN data balancing, and Multilayer Perceptron (MLP) with an accuracy value of 97.778% 

these results can help store owners in understanding customer preferences in offline shopping. Research [14] 

shows the Artificial Neural Network (ANN) algorithm produces the highest accuracy value of 88% compared 

to the SVM and LR algorithms in processing customer perception data on online and offline shopping. 

Research [15] also shows the accuracy value of the K-NN algorithm of 80.16% which is included in the good 

accuracy category in processing offline and online shopping trip data. Therefore, this research has a more 

specific focus on classifying offline shopping trends and patterns using three algorithms that have not been 

explored by previous researchers. 

Referring to prior studies, it's established that K-NN, Naive Bayes, and ANN exhibit notable 

proficiency in addressing the classification challenges relevant to the discussed subject. Notably, there's a 

dearth of research concerning the classification of offline shopping trends and patterns utilizing these 

algorithms. Hence, the research is titled "Classification of Offline Shopping Trends and Patterns with 

Machine Learning Algorithms." This endeavor seeks to assist offline merchants in innovating to sustain 

appeal, align with diverse product types, and meet consumer preferences and satisfaction [16]. Additionally, 

it aims to discern the highest confusion matrix results among the three classification algorithms [17]. 

 

2. MATERIAL AND METHOD 

By performing the steps in the figure above, the data becomes more structured, clean, and ready to 

use, improving the accuracy and performance of the model, and avoiding potential distortions or errors in the 

analysis results [21]. This research uses K-NN, Naive Bayes, and ANN classification algorithms. Each step 

in Figure 1. is performed in each research process. 

 

 

Figure 1. Research Methodology 

 

The stages of this research start from conducting a literature review, activities carried out with data 

collection techniques from various reference sources to get an overview of scientific publications, websites, 

and other pertinent information about the subject under investigation are the sources used in this research. In 

the data collection stage, data is obtained from the Kaggle web in the form of a Customer Shopping Trends 

dataset, which is then preprocessed with the initial data amount of 3900 to 3808. After that, the application of 
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classification algorithms is carried out, namely K-NN, Naive Bayes, and ANN. At the analysis and results 

stage, it aims to determine the accuracy of the classification results that have been carried out. The last stage 

will conclude which algorithm produces the highest accuracy value for the customer shopping trend dataset. 

 

2.1. Data Mining 

The technique of extracting meaningful patterns from massive volumes of data is called data mining. 

Areas of expertise include the areas of text analysis, classification, clustering, classification, visualization, 

data mining, and machine learning. The target of word mining, which has been widely studied, is web 

applications and the World Wide Web [18]. In general, many text documents can be processed using text 

mining algorithms. Some areas of web applications that are studied are news websites, social networks, e-

commerce, etc [19]. It cannot be denied that physical stores are still in high demand by various audiences. 

 

2.2. Classification 

The classification step is the step in which the learning results are classified based on the defined 

subclasses. Word classification is the process of determining whether a text belongs to a text class. As the 

number of documents increases, you will need tools that perform automatic classification. Automatic sorting 

is a sorting process done by a computer [22].  

According to the number of classes, there are two types of classification: two-class classification and 

multi-class classification. Binary classification is the classification of an object into one of two classes. 

Multiclass classification is the classification of objects into more than one class. Training data and test data 

are the two categories into which data items in text categorization are separated [23]. Text that has been 

manually classified is utilized as training data, and text that has not been classified is used as test data. 

Finding the class characteristics based on the training data and using them directly to test the data is the aim 

of classifying this data [18]. 

 

2.3. K-Nearest Neighbor 

K-NN is the simplest and most widely used algorithm for solving classification problems. K-NN is 

used to collect data and vocabulary. Object classification method in very close data [24]. 

1. Suppose there are j training units (C1, C2,...,Cj) and the sum of all training samples is N. The two 

units produce an m-dimensional vector, a vector field that represents the resulting classification. 

Suppose there are j training units (C1, C2,...,Cj) in the region where the sum of all training samples is 

N. The two units result in an m-dimensional vector, a field vector, and an output classification. 

displayed in the field. 

2. Sort the sample X according to the fitter vector in the corresponding binding (X1, X2,... Xm). 

3. Determine how similar every training sample is to The cosine similarity formula can be used to 

determine the similarity. 

4. Utilize the following formula to determine X's tendency for each category [18].. 

 

𝑃(𝑋, 𝐶𝑗) = ∑ 𝐶𝑜𝑠𝑖𝑛𝑒(𝑥, 𝑑𝑖 ). 𝑦(𝑦𝑖𝑑 , 𝐶𝑗)                  (1) 

 

Where: y(yi, Cj) = attribute category function 

5. When P(X, Cj) is calculated, the largest number determines which component is X. 

 

2.4. Naive Bayes 

When compared to other classification models, the Naive Bayes Algorithm is a classifier algorithm 

that can perform exceptionally well. Nurhachita and Negara presented in a 2020  journal article titled "A 

Comparison Between Naive Bayes and  K-Means Clustering Algorithms for the Application of Data Mining 

for New Student Recognition." This demonstrates that compared to other classification models, the Naive 

Bayes Classifier has higher accuracy [25].  

Thomas Bayes developed the probabilistic and statistical techniques used in the Naive Bayes 

algorithm to calculate a future course based on past performance. It is advantageous to use the Naive Bayes 

algorithm. This indicates that the method is more efficient because it uses less training data to calculate the 

parameters or metrics in the classification process. This is because the independent variable uses the variance 

of the class variable used in the classification decision, not the complete matrix of covariance [14]. Naive 

Bayes Method Equation The equation 2 of Bayes' theorem is [26]. 

 

 𝑃(𝐻|𝑋)1 =
𝑃(𝐻|𝑋).  𝑃(𝐻)

𝑃(𝑋)
            (2) 

Where: 

X  : Data with unknown class.  

H  : Hypothesis that the data belongs to a specific class.  
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P(H|X) : Probability of hypothesis H based on condition X (a posteriori probability).  

P(H) : Probability of hypothesis H (prior probability).  

P(X|H) : Probability of X based on the condition in hypothesis H  

P(X) : Probability of X 

 

To explain the Naive Bayes method, it is important to understand that there are many indicators for 

the classification process to determine which class belongs to the analyzed sample  [26]. Therefore, the naive 

Bayes method above is formulated as equation 3. 

 

𝑃(𝐶|𝐹1 … 𝐹𝑛)1 =
𝑃(𝐶)𝑃(𝐹1…𝐹𝑛|𝐶)

𝑃(𝐹1…𝐹𝑛)
      (3) 

 

2.5. Artificial Neural Network (ANN) 

Everything written in the reference must be referenced in the text. Using the R package and “Neural 

Networks”, we built a neural network-based model (ANN) to analyze the top five genes identified based on 

radio frequency [27]. The expression levels of the top five genes can be converted into “tagged genes”, and 

the expression levels of a particular gene are compared with the average expression across all gene samples. 

Points assigned to the mean were assigned a value of 1 if they were above the median and assigned a value of 

0. If the expression levels of down-regulated genes were higher than the median, they were given a value of 

1, and otherwise, they were given a value of 0. Next, to obtain the computed genetic weights of the "genetic 

score," a genetic score table was made and the hidden layer of the ANN was set to 5. Ultimately, a model for 

neural network analysis was created and assessed using the collection [28]. Figure 2., represents an ANN 

framework with connections known as synapses. This synapse has weights that can be adjusted during 

learning, its function is to regulate the extent to which the contribution of each input affects the final result. 

 
2.6. Preprocessing 

The steps of data mining start with pre-processing. Preprocessing prepares text data as words that can 

be processed later [20]. Text preprocessing affects the success of the text mining algorithm used. The above 

steps can be seen in Figure 2. 

 

 

Figure 2. Preprocessing Steps 

 

3. RESULTS AND DISCUSSION 

3.1. Data Collection 

The study utilizes a customer experience database sourced from the Kaggle website. This dataset 

encompasses a range of factors associated with consumer buying preferences, comprising 19 attributes such 

as customer ID, age, gender, purchased item details, category, transaction amount (in USD), location, size, 

color, time of purchase, subscription status, payment method, promo code usage, and previous purchase 

history. Noteworthy aspects highlighted in the dataset include considerations for obtaining the best price, 

making frequent purchases, and garnering high reviews. Table 1 is dedicated to presenting insights into 

consumer buying habits. 

 

Table 1. Data Collection Customer Shopping Trends 

Customer ID Age Gender Item Purchased ... Review Rating 

1 55 Male Blouse ... 3,1 

2 19 Male Sweater ... 3,1 

3 30 Male Jeans ... 3,1 

4 21 Male Sandals ... 3,5 

5 45 Male Blouse ... 2,7 

... ... ... ... ... ... 

3900 52 Female Handbag ... 4,0 

 

3.2. Preprocessing Data 

This process involves cleaning up unnecessary data such as empty data and removing duplicate data. 

The original data of data 3900 becomes data 3808 after data cleaning. This pre-processing provides labels for 

the evaluation decision classes, which can be seen in Table 2. The results of the data pre-processing can be 

seen in Table 3. 
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Table 2. Labeling 

Customer ID Age Gender Item Purchased … Review Rating Class 

1 55 1 2 … 3,1 Satisfied 

2 19 1 23 … 3,1 Satisfied 

3 30 1 11 … 3,1 Satisfied 

4 21 1 14 … 3,5 Satisfied 

5 45 1 2 … 2,7 Unsatisfied 

… … … … … … … 

3808 38 0 2 … 4,5 Very Satisfied 

 

Table 3. Preprocessing Data 

Customer ID Age Gender Item Purchased … Class 

1 55 1 2 … 0 

2 19 1 23 … 0 

3 30 1 11 … 0 

4 21 1 14 … 0 

5 45 1 2 … 2 

… … … … … … 

3808 38 0 2 … 1 

 

3.3. Implementation of K-NN, Naive Bayes, and ANN Classification Algorithms 

The application of the K-NN classification algorithm was performed using the Rapidminer tool and 

the dataset described above. The class attributes of this data set are "Unsatisfied", "Satisfied" and "Very 

Satisfied". It indicates customer satisfaction with offline purchases. The results of this step are described in 

terms of precision, accuracy, and recall values. The first application of the classification algorithm using the 

K-NN algorithm can be seen in Table 4. 

 

Table 4. Confusion Matrix K-NN 

Accuracy: 71.88%     

 True Satisfied True Unsatisfied True Very Satisfied Class Precision 

Pred. Satisfied 428 60 117 70.74% 

Pred. Unsatisfied 38 286 59 74.67% 

Pred. Very Satisfied 474 323 2023 71.74% 

Class Recall 45.53% 42.75% 92.00%  

 

The table presented above depicts the confusion matrix generated by the K-NN algorithm, providing 

insights into the model's efficacy in predicting classes based on true positive, true negative, false positive, 

and false negative values. The precision metric indicates that "Pred. Unsatisfied" achieves the highest value 

at 74.67%. In terms of class recall, which gauges the model's ability to identify all positive instances, the 

class "True Very Satisfied" stands out with the highest recall value of 92.00% compared to other classes. 

Evaluating the overall performance of the K-NN algorithm, the accuracy metric registers at 71.88%, offering 

a comprehensive view of the model's effectiveness. Additionally, the Naive Bayes classification algorithm is 

applied and its outcomes are presented in Table 5. 

 

Table 5. Confusion Matrix Naive Bayes 

Accuracy: 57.39%     

 True Satisfied True Unsatisfied True Very Satisfied Class Precision 

Pred. Satisfied 7 3 11 33.33% 

Pred. Unsatisfied 0 1 1 50.00% 

Pred. Very Satisfied 275 197 648 57.86% 

Class Recall 2.48% 0.50% 98.18%  

 

The highest precision value is "Pred. Satisfied Once" at 57.86%. "True Satisfied Once" got the highest 

value for class recall of 98.18%. The accuracy value which is an important parameter for the entire model 

formed in the application of the Naive Bayes algorithm gets 57.39%. The application of the third algorithm, 

ANN, is seen in Table 6. 

The highest precision values on the ANN confusion matrix are "Pred. Satisfied" and "Pred. 

Unsatisfied" with a value of 100.00%. The highest recall value of 100.00% is obtained by "True Satisfied" 

and "True Satisfied". The accuracy value which is an important parameter for the entire model formed in the 

application of the ANN algorithm is 96.38%. In addition, the ANN application process gets an improved 

neural network output which can be seen in Figure 4. 
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20,00%
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60,00%

80,00%
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120,00%

K-NN Naïve Bayes ANN

Comparison of Algorithm Classification Result

Accuracy Precision Recall

Table 6. Confusion Matrix ANN 

Accuracy: 96.38%     

 True Satisfied True Unsatisfied True Very Satisfied Class Precision 

Pred. Satisfied 940 0 0 100.00% 

Pred. Unsatisfied 0 531 0 100.00% 

Pred. Very Satisfied 0 138 2199 94.09% 

Class Recall 100.00% 79.37% 100.00%  

 

 

Figure 4. Output Improve ANN 

 

The evaluation of three data classification algorithms K-NN, Naive Bayes, and ANN based on the 

confusion matrix results reveals insights into customer perceptions in offline shopping across three classes. 

The analysis involves assessing accuracy, precision, and recall outcomes. Figure 5 presents a comparative 

diagram illustrating the values within the confusion matrix for the K-NN, Naive Bayes, and ANN algorithms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Comparison of Algorithm Classification Results  

 

The depicted graph illustrates the classification outcomes of three algorithms K-NN, Naive Bayes, and 

ANN based on their respective performance metrics. The K-NN algorithm achieved an Accuracy value of 

71.88%, Precision of 74.67%, and Recall of 92.00%. The Naive Bayes algorithm showed an Accuracy value 
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of 57.39%, Precision of 57.86%, and Recall of 98.18%. Meanwhile, the ANN algorithm exhibited an 

Accuracy value of 96.38%, Precision of 100.00%, and Recall of 100.00%. Comparing these three algorithms, 

the ANN classification algorithm stands out with the highest values in terms of accuracy, precision, and 

recall. This enables a comparative assessment of offline marketing methods based on customer satisfaction. 

Notably, the Naive Bayes algorithm, while having the lowest accuracy and precision values, boasts a Recall 

value 6.18% higher than the Recall value of K-NN.  

  

4. CONCLUSION  

Based on the analysis conducted on a dataset consisting of 3900 offline shopping trends, the 

remaining 3808 data points were processed using the RapidMiner tool, implementing K-NN, Naive Bayes, 

and ANN algorithms. The goal was to determine the most favorable confusion matrix results in terms of 

Accuracy, Precision, and Recall. The findings reveal that the ANN algorithm outperformed the others, 

yielding the highest confusion matrix results with an accuracy value of 96.38%, a precision value of 

100.00%, and a recall value of 100.00%. On the contrary, the Naive Bayes algorithm exhibited the lowest 

accuracy at 57.39%, precision at 57.86%, and the K-NN algorithm showed the lowest recall at 92.00%. These 

results indicate that the ANN algorithm excels in classifying offline shopping trend data, demonstrating 

superior effectiveness compared to K-NN and Naive Bayes algorithms. 
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