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Abstract 

 
The study investigates three classification algorithms, namely K-Nearest Neighbor (K-NN), Naïve Bayes, and Decision 

Tree, for the classification of Diabetes Mellitus using a dataset from Kaggle. K-NN relies on distance calculations between 

test and training data, using the Euclidean distance formula. The choice of k, representing the nearest neighbor, significantly 

influences K-NN's effectiveness. Naïve Bayes, a probabilistic method, predicts class probabilities based on past events, 

and it employs the Gaussian distribution method for continuous data. Decision Trees, form prediction models with easily 

implementable rules. Data collection involves obtaining a Diabetes Mellitus dataset with eight attributes. Data 

preprocessing includes cleaning and normalization to minimize inconsistencies and incomplete data. The classification 

algorithms are applied using the Rapidminer tool, and the results are compared for accuracy. Naïve Bayes yields 77.34% 

accuracy, K-NN performance depends on the chosen k value, and Decision Trees generate rules for classification. The 

study provides insights into the strengths and weaknesses of each algorithm for diabetes classification. 
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1. INTRODUCTION 

The progression of technology and the ongoing evolution of time have had a significant impact on 

human lifestyles, which are rapidly shifting from traditional to modern. These alterations also bring about 

alterations in the emergence pattern of diseases, particularly those associated with an individual's lifestyle [1]. 

An unhealthy lifestyle contributes to the development of conditions like obesity, hypertension, coronary heart 

disease, and diabetes mellitus. Diabetes mellitus, more commonly referred to as diabetes, is a long-term 

metabolic illness that is typified by blood sugar levels that are higher than normal [2]. The high sugar levels 

are caused by the body not being able to process food into energy [1]. 

The high prevalence of Diabetes Mellitus (DM) in Indonesia highlights the need to evaluate how much 

patients' quality of life might be impacted by their understanding of DM and how to manage it. Patients should 

educate themselves about DM as this will impact how they manage their disease to control blood sugar and 

avoid complications[3]. Lack of awareness regarding DM can frequently be a barrier to managing the illness 
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since it affects choices made about how to help someone with DM overcome obstacles to engaging in self-care 

activities like exercise, good eating, and lifestyle[4].  

Diabetes is a long-term problem that involves many risk factors, complexity, and a high mortality rate. 

There are four types of diabetes: type 1 diabetes, type 2 diabetes, prediabetes, and gestational diabetes [3]. 

Diabetes disease affects approximately 6.6% of the entire adult population. According to global health reports, 

it is estimated that the number of people with diabetes will increase from 376 million to 490 million by 2030 

[4] [5]. 

 In DM disease there are 4 attributes as a reference for calculating sugar levels in the patient's blood. 

these attributes Later it will form a pattern with existing food menu classes. From data In this way, doctors can 

detect patterns with using several methods, one of which is using data mining. Data mining is a method for 

analyzing patterns or knowledge from a collection of data automatic. Data mining techniques that can used for 

classification include: clustering techniques and classification techniques [6].  

One of the methods used in this research is decision trees. A decision tree is a prediction system that 

can be used to describe an issue and identify a solution because it resembles a branching tree structure or a 

hierarchical structure [7]. Applied disciplines including finance, marketing, engineering, and medical regularly 

use decision trees. Decision tree classifiers are widely used for disease diagnosis, including prediction of 

diabetes, breast cancer, ovarian cancer, diagnosis of heart sounds, and other conditions [8]. 

In determining whether someone has diabetes, it can also be done using the K-Nearest Neighbor (K-

NN) classification method, in its application the best K value (number of nearest neighbors) will be looked 

for[9]. Technique is based on training data with objects that have the closest distance [10]. Next, use the Naïve 

Bayes algorithm to find out the classification results between the 2 categories and find out the level of accuracy 

of the existing samples[11]. This technique utilizes the principles of probability, which is a branch of 

mathematics, to find the highest probability of a classification by considering how often each classification 

appears in the training data. The Naive Bayes algorithm is known for its efficiency, which allows it to reduce 

the time required in classification [12]. 

The research conducted by [13] in predicting Diabetes using Random Forest, K-NN, Naïve Bayes, and 

J48 algorithms resulted in NB and J48 prediction algorithms are better for large datasets large dataset analysis. 

K-NN technique is not good for large dataset analysis. The same research was conducted by [14] Diabetes 

prediction using the K-NN and Naïve Bayes algorithms produced an accuracy of 76.07% using Naive Bayes, 

while K-NN produced an accuracy of 73.33%. Further research conducted [5] using the Support Vector 

Machine (SVM), Naive Bayes (NB), K-NN and C4.5 Decision Tree resulted in C4.5 Decision Tree getting the 

highest accuracy.  

Meanwhile, research conducted by [3] resulted in the prediction of Diabetes shows that the accuracy 

produced by each algorithm is K-NN with 78.5%, Naive Bayes with 75.9% accuracy, SVM with 78.5%, 

Decision Tree with 72% accuracy, and Random Forest with 79.8% accuracy. Random Forest produces the 

highest accuracy value. Another research conducted by [15] conducted a comparison of the Decision Tree, 

Random Forest, Naïve Bayes, SVM and K-NN algorithm methods to detect leaf diseases in rice plants resulting 

in the best method among the five, namely the K-NN method with an accuracy value of 87%. 

This research aims to develop a classification method diabetes using an algorithm Decision Tree, K-

NN, and Naive Bayes. Clinical data from patients who diagnosed with diabetes and those who are not 

diagnosed with diabetes will be analyzed for identify related patterns with this disease. Attributes such as age, 

body mass index (BMI), blood pressure, and the results of laboratory tests related to blood sugar will be used 

as inner variables this analysis [16]. By using an algorithm Decision Tree, K-NN and Naive Bayes are expected 

that method classification developed in research This can provide accurate results in diagnose diabetes [17]. 

 

2. MATERIAL AND METHOD 

This research is experimental in nature and follows the specific methodology outlined in Figure 1. This 

research stage begins with reviewing literature studies from scientific articles, books and other sources of 

information related to the research topic, then the diabetes mellitus data collection stage, after the data is 

collected it goes to the initial data processing stage and data classification using the K-Nearest classification 

algorithm. Neighbors (K-NN), Naïve Bayes Classifier, and Decision Tree algorithm, then enter the Accuracy 

testing stage, then compare the accuracy results of the three algorithms used, and the final stage is a conclusion 

from the results of the research that has been carried out.[18] 

 

2.1. Diabetes 

Diabetes is a long-term medical condition marked by elevated blood glucose levels. [19]. Diabetes 

occurs when the body is no longer able to take sugar (glucose) into cells and use it as energy[20]. Some 

symptoms of diabetes include frequently feeling thirsty, frequently feeling hungry, frequent urination, 

especially at night, weight loss for no apparent reason, and reduced muscle mass. Diabetes is a lifelong 

condition that cannot be cured. Nonetheless, diabetes can be kept under control and managed with regular 
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blood sugar checks, a nutritious diet, and regular exercise. Diabetes prevention can be done with a healthy 

lifestyle, such as maintaining an ideal body weight, eating healthy food, and exercising regularly. 

 

 

Figure 1. Research Methodology 

 

2.2. K-Nearest Neighbors (K-NN) 

The K-NN algorithm is a nearest neighbor algorithm. algorithm, which is calculated from the distance 

value on testing data with training data, from the value of the smallest nearest neighbor [21]. The purpose of 

this algorithm to classify new objects based on attributes and training samples. and training samples. In this 

method, the value of K in K-NN is K-data closest to the test data. K-Nearest Neighbor can produce good 

classification if using a large amount of data [22]. The stages of the K-NN algorithm is explained as follows:  

1. Preparation of training and testing data  

2. Determining the k-value  

3. Calculating the distance of testing data to each training data [23]. 

 

Training data is calculated using the formula Euclidean distance calculator as equation 1. 

 

Euclidean Distance = √(x − xterbaru)
2

+ (y − y
terbaru

)
2
      (1) 

 

X  : Value of the previous attribute 

Xnew  : The value of the attribute to be classified 

Y  : The value of the second previous attribute 

Ynew  : The new second attribute's valueThe title ought to be succinct and obvious [24] 
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2.3. Naïve Bayes Classifier 

Naïve Bayes is a method that method that uses pre-existing data or method that predicts from past events 

past events. The drawback of this method is that it does not supports continuous-valued attributes 

(numeric).[25] In brief, the naïve bayes algorithm classification algorithm is a data set classifier which predicts 

all the probabilities of each member of a class. probability of each member of a class[26]. Because the data in 

this research is continuous, the Gaussian distribution method will be used. because the Gaussian Distribution 

method will be used which is commonly used for numeric type data. The following is the formula used in 

Naïve Bayes method as equation 2, 3 and 4. 

 

g(x, μ, σ) =
1

√2π.σ
exp

−(x−μ)2

2σ2             (2) 

 

μ =  
∑ xi

n
i

n
             (3) 

 

σ =  √
∑ (xi− μ)2n

i

n−1
        (4) 

g  : Gausian 

µ  : means 

σ  : Deviation standard 

 

2.4. Decision Trees 

A supervised machine learning approach called a decision tree is used to address classification issues. 

The main purpose of using the decision tree algorithm, because the C4.5 algorithm is capable of produce a 

specific prediction model in the form of rules that are easy to implemented. In a decision tree has a root node 

and internode to perform prediction and classification. There are several stages in making a decision tree c4.5 

[6], namely: 

1. Determine the attribute that will be used as root by determining the lowest entropy value and the highest 

gain value. Determine the entropy value with the equation 5. 

 

Entropy(y) =  ∑ − pi log2 pi 
n
i=1        (5) 

   

2. Determine the gain value, with the equation 6. 

 

Gain (y, A) =  Entropy (y) − ∑
yc

yc ∈nilai (A) entropy (yc)    (6) 

 

3. Create branches for each value. 

4. Divide each case into branches. 

5. Repeating the process for each branch, so that all cases have the same the same class 

 

3. RESULTS AND ANALYSIS 

3.1. Data Collecting 

The first stage in this research is data collection. The dataset used in this study is a 769-record dataset 

on diabetes mellitus that was obtained from Kaggle (https://www.kaggle.com/datasets/salihacur/diabetes). This 

dataset consists of 8 attributes, including Pregnancies, Glucose, Blood Pressure, Skin Thickness, Insulin, BMI, 

Diabetes Pedigree, Function, Age, and Outcome. Furthermore, before entering the classification process, data 

analysis will be carried out to understand the variables before processing the data thoroughly, namely by 

preprocessing the data. 

 

3.2. Data Prepocessing 

The data preprocessing stage is the initial stage in the data mining process which is useful for 

minimizing misunderstandings when inputting data. This data preprocessing stage includes data cleaning and 

data normalization, which aims to eliminate data inconsistencies, incomplete data and minimize data or 

attributes that will be used in the classification process. The datasets that have been carried out in the data 

preprocessing stage can be seen in table 1. 

 

Table 1. Preprocessing Data Result 

No Pregnancies Glucose 
Blood 

Pressure 

Skin 

Thickness 
Insulin BMI 

Diabetes Pedigree 

Function 
Age Outcome 

1 6 148 72 35 0 33.6 0.627 50 1 
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No Pregnancies Glucose 
Blood 

Pressure 

Skin 

Thickness 
Insulin BMI 

Diabetes Pedigree 

Function 
Age Outcome 

2 1 85 66 29 0 26.6 0.351 31 0 

3 8 183 64 0 0 23.3 0.672 32 1 

4 1 89 66 23 94 28.1 0.167 21 0 

5 0 137 40 35 168 43.1 2.288 33 1 

6 5 116 74 0 0 25.6 0.201 30 0 

7 3 78 50 32 88 31 0.248 26 1 

8 10 115 0 0 0 35.3 0.134 29 0 

9 2 197 70 45 543 30.5 0.158 53 1 

10 0 123 72 0 0 36.3 0.258 52 1 

.. … … … … … … … … … 

762 9 170 74 31 0 44 0.403 43 1 

763 9 89 62 0 0 22.5 0.142 33 0 

764 10 101 76 48 180 32.9 0.171 63 0 

765 2 122 70 27 0 36.8 0.34 27 0 

767 5 121 72 23 112 26.2 0.245 30 0 

768 1 126 60 0 0 30.1 0.349 47 1 

769 1 93 70 31 0 30.4 0.315 23 0 

 

3.3. Classification Algorithm 

Rapidminer tools are used in the data processing procedure at this classification level. Three 

classification algorithms—Naive Bayes, K-NN, and Decision Tree—were employed in the study to process 

the information. The objective was to compare accuracy findings and generate conclusions based on the 

classification of individuals with diabetes mellitus. The classification results for each algorithm can be seen in 

Figures 2, 3, and 4. 

 

 

Figure 2. Naïve Bayes Classification Result 

 

Based on Figure 2, it can be seen that the results of the naïve bayes algorithm classification model 

produce a classification accuracy of diabetes mellitus patients of 76.17%, with a precision of 80.19% and a 

recall of 84.20%. The classification results show the performance of the modeling used is good, but it needs 

improvement to improve the results of the modeling capabilities of the naïve bayes algorithm so as to produce 

a consistent and high accuracy value on classification. 

 

 

Figure 3. K-NN Classification Result 
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Based on Figure 3, it can be seen that the use of the K-NN algorithm in the classification of diabetes 

mellitus sufferers got an accuracy value of 80.34%, this result shows a good accuracy value, while the precision 

result was 82.62% which was higher than the accuracy result, and the recall was 88.40 % which shows good 

results in terms of accuracy. The K-NN classification results show that this model is good at classifying, 

because the resulting precision and recall values are high compared to the accuracy values. 

 

 

Figure 4. Decision Tree Classification Result 

 

Figure 4 shows the results of classification of diabetes mellitus sufferers using the Decision Tree 

algorithm with an accuracy result of 77.43% which is quite a good result, followed by a precision of 75.08% 

which is a lower result compared to the accuracy value, and for a recall value of 97.60%, the value The results 

are very high compared to the accuracy and precision values. The modeling performance using Decision Tree 

can be said to be not good, this is because the difference in results between accuracy, precision and recall is 

quite large. So improvements need to be made to produce consistent and good modeling.  

 

3.4. Analysis 

In this analysis section will discuss the comparison of classification results using the Naïve Bayes, K-

NN and Decision tree algorithms on the classification of people with Diabetes Mellitus. From a series of 

experiments conducted using these 4 algorithms, researchers have found the best algorithm that gets the highest 

accuracy results for classifying people with Diabetes Mellitus. The comparison of the results of the Naïve 

Bayes, K-NN, and Decision Tree algorithms in classifying data for people with Diabetes Mellitus can be seen 

in Figure 5. 

 

Figure 5. Comparative Evaluation of Naïve Bayes, K-NN and Decision Tree Algorithms 

 

Figure 5 shows the Classification Algorithm experiment in the classification of diabetes mellitus 

patients resulted in K-NN as the best algorithm with accuracy and recall values of 80.34% and 82.62%, 

respectively. Then followed by the Decision tree algorithm with an accuracy of 77.43%, and produced the 

highest recall of 97.60%. It is also seen that the Naïve Bayes algorithm produces the lowest accuracy, precision, 

and recall compared to the other two algorithms. It can be said that the Naïve Bayes algorithm is not suitable 

for the classification of people with Diabetes Mellitus.  
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4. CONCLUSION 

Based on the findings of a study that classified a dataset of individuals with diabetes mellitus using three 

different algorithms—Naive Bayes, K-NN, and Decision Tree—using data mining techniques; the accuracy 

values of each algorithm were 77.34% for Naive Bayes, 80.34% for K-NN, and 77.43% for Decision Tree. 

These findings demonstrate that the K-NN method yields the greatest accuracy value, followed by Decision 

Tree and Naïve Bayes. Thus, it can be said that the K-NN algorithm is the most effective method for 

categorizing individuals with diabetes mellitus.  
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