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Abstract 

 
Diabetes can lead to heart attacks, kidney failure, blindness, and increased risk of death. This research was conducted with 

the aim of classifying a diabetes risk dataset. In this context, performance comparison was carried out on three supervised 

learning algorithms: K-Nearest Neighbor (K-NN), Naive Bayes Classifier (NBC), and Random Forest, against a dataset 

containing information on specific indicators related to diabetes risk. Additionally, this study also aimed to evaluate the 

accuracy comparison of the results produced by these three algorithms. The results of this research show that Random 

Forest performs very well in detecting diabetes, prediabetes, and non-diabetes, with high precision, recall, and F1-score 

levels. Meanwhile, although the results are still below Random Forest, both Naive Bayes and K-NN still demonstrate 

significant performance, especially regarding prediabetes cases. In conclusion, from the comparison results, the Random 

Forest algorithm shows the highest accuracy level at 99%, followed by K-NN with an accuracy of 85%, while NBC has 

the lowest accuracy rate of 74%. This research indicates that the Random Forest algorithm excels in classifying data 

compared to the other two algorithms. 
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1. INTRODUCTION 

One of the most serious global health problems is diabetes, which affects people in all countries. The 

prevalence continues to increase alarmingly and is predicted to reach 578 million people in 2030 and 700 

million people in 2045 [1]. Diabetes is one of the serious and long-term diseases. This disease occurs as a result 

of increased glucose levels in the bloodstream. This increase is caused by the inability of the pancreatic beta 

cells to produce insulin properly [2]. This situation can be fatal as it increases the risk of various complications 

such as heart disease, stroke, kidney failure, cancer, and blindness [3]. Diabetes has become one of the most 

common causes of death in recent years. 

Approximately 4 million people die from diabetes each year. Therefore, the International Diabetes 

Federation (IDF) predicts that the global healthcare costs to treat this disease will reach $850 billion in 2017 

[4]. Furthermore, in 2020, the IDF reported that the prevalence of diabetes in Indonesia exceeded 6% of the 

total adult population, around 172 million people [5]. This reflects the magnitude of the challenge in addressing 

diabetes. Additionally, the overall costs also indicate that diabetes has a significant economic impact, including 

prevention efforts, long-term care, and treatment expenses. 

The high mortality rate associated with the severe outcomes of diabetes is a global health problem that 

requires serious attention. Cholesterol, body mass index (BMI), and negative habits such as smoking, as well 

as a lack of health monitoring, are some important variables that can increase the risk of diabetes. Moreover, 

the importance of the aforementioned figures reinforces the need to use data mining techniques to classify and 

predict the factors that may cause a person to develop diabetes. mTherefore, this research highlights the urgency 

of implementing machine learning techniques in developing an active approach to diabetes prevention. The 

application of advanced techniques such as data mining and supervised learning in diabetes risk classification 

contributes significantly by evaluating and comparing more effective machine learning models for disease 

classification, supporting both its prevention and treatment. 

https://creativecommons.org/licenses/by-sa/4.0/
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Data mining is a powerful Artificial Intelligence (AI) tool, and has the ability to find useful information 

by analyzing data from various perspectives. Then, classify the information and summarize the relationships 

identified in the database [6]. Data mining can be used as a powerful data analysis tool to explore complex 

patterns in data sets (in this study, medical data sets related to diabetes). By applying supervised learning 

techniques, a diabetes risk classification model can be developed. This model can identify those who are at 

high risk of developing diabetes or those who are not, in order to take early preventive measures [7]. 

Classification of diabetes risk levels, taking into account common risk factors such as age, family 

history, ethnicity, waist circumference, and tension [8], is a suitable approach to identify individuals who are 

susceptible to diabetes. Through an in-depth analysis of these factors, classification techniques can produce 

more accurate predictions regarding an individual's diabetes risk. In addition, information on lifestyle [9], 

weight, smoking habits, etc [10] can be incorporated into the classification model to enrich the risk assessment. 

As such, this classification approach is not only based on genetic factors, but also includes lifestyle elements 

that could potentially affect a person's overall health. By considering a combination of these factors, 

classification techniques can find unique patterns that indicate whether a person is at risk of developing diabetes 

or otherwise. 

This study uses classification techniques to predict whether people will develop diabetes. Classification 

techniques can use multiple algorithms. K-NN, Naive Bayes, and Random Forest algorithms are used in this 

study. The aim of this study is to compare the most accurate results of data mining classification related to 

diabetes risk level using these three algorithms. Previous studies have compared various supervised learning 

algorithms such as SVM, decision trees, and naive Bayes to predict diabetes risk. They used the Pima Indians 

Diabetes dataset available on the UCI repository. This dataset includes 768 examples and eight attributes. The 

results obtained from this study show that Naive Bayes is the best algorithm for predicting diabetes with an 

accuracy of 76.30% [11]. 

The authors in [12] used 6 machine learning classification algorithms such as Logistic Regression, 

Naive Bayes, SVM, Decision Tree, Random Forest, and Artificial Neural Network (ANN) for early prediction 

of type-II diabetes mellitus (T2DM). Random Forest achieved the highest accuracy of 93.75% compared to 

other models. This research uses the K-NN algorithm to classify diabetics' diet with the Kaggle dataset, 

achieving the highest accuracy of 80.34% compared to Naïve Bayes (77.34%) and Decision Tree (77.43%). 

This algorithm utilizes Euclidean distance for consistent classification results [13]. This study uses the K-NN 

algorithm to classify skin lesions into normal or malignant with 98% accuracy. This MATLAB-based system 

is efficient, accurate, and equipped with a GUI for user convenience[14].  This study used Naïve Bayes to 

predict obesity risk from the Kaggle dataset (2,111 data, 17 attributes), resulting in an accuracy of 77.48%. 

This algorithm is efficient for simple data, but less optimal on complex data [15]. This study evaluates the 

performance of Naïve Bayes Classifier in medical diagnosis on heart disease and diabetes datasets, showing 

competitive accuracy over methods such as Decision Tree and SVM, especially on datasets with uneven 

distribution [16]. This study compared Random Forest and SVM in heart failure classification, with RF 

achieving the highest accuracy of 83.33% compared to SVM 81.51%, showing the superiority of RF on a 

90:10% hold out distribution [17]. This study evaluated reforestation in Austria for avalanche protection using 

orthoimages and Random Forest algorithm, achieving 87-98% accuracy with Kappa 0.81-0.93 [18]. 

Another study was conducted with the aim of analyzing the strengths and weaknesses of various 

algorithms in predicting diabetes. This study compared the performance of five algorithms, including K-

Nearest Neighbors, Naive Bayes, Decision Trees, Regression, and SVM. The research findings indicate that 

SVM stands out with the highest accuracy rate, reaching 77.3%[19]. Based on the aforementioned background, 

this research classifies the diabetes dataset by comparing three algorithms: K-NN, Naive Bayes, and Random 

Forest. The objective sought through this study is to establish a solid foundation for selecting the optimal 

diabetes risk classification algorithm, serving as a reference for subsequent strategic steps. Therefore, this 

research will assist in adapting preventive and healthcare measures by adjusting recommendations based on 

accurate predictions. 

 

2. MATERIAL AND METHOD 

This research is a Diabetes risk classification using a dataset taken from kaggle in the scope of the entire 

country. The dataset consists of 22 variables that have 3 classes. O for non-diabetics, 1 for prediabetics, and 2 

for diabetics. There is a class imbalance in this dataset. This research uses Google Collabs as the chosen tool 

to compare the three algorithms namely K-Nearest Neighbors (K-NN), NBC, and Random Forest. Combining, 

Naive Bayes Classifier (NBC), and Random Forest in data analysis yields many advantages. This is largely 

because each algorithm has the ability to work synergistically to complement each other [20]. K-NN 

classification classifies samples directly rather than making obvious generalizations on training data. To use 

K-NN on a large scale, it requires calculating the distance between the input sample and every sample in the 

training data; this leads to lower computation time and memory usage. This limitation is the main problem in 

using K-NN on a large scale [21]. Naïve Bayes Classifier is a statistical classification method based on Bayes' 

theorem that can be used to estimate the probability of class membership. Naïve Bayes Classifier is one of the 
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best algorithms in data mining classification techniques that can handle irrelevant data and large datasets [22]. 

One of the main advantages of the Random Forest model is its ability to limit overfitting without significantly 

reducing its prediction accuracy. However, a lack of research has been conducted regarding the assessment of 

the prediction accuracy of this model, and the results are not fully understood [23]. With that, the researcher 

conducted the research stages as shown figure 1. 

 

 

Figure 1. Research Methodology 

 

The research stages begin with (1) Literature Study, modules, scientific papers, and other relevant 

sources related to the research topic, (2) Data Collection obtained from kaggle, (3) Classification can be decided 

with the K-NN, Naïve Bayes, Random forest algorithms, (4) Accuracy refers to measuring the performance of 

the classification model after the training data process, (5) From the accuracy that has been obtained using 

three algorithms, researchers draw conclusions from the research results. 

 

2.1. Data Collection 

The data used in this research is classification data obtained through the kaggle website. The attributes 

contained in this data are related to the classification of diabetes risk levels such as HighChol, CholCheck, 

BMI, HeartDiseasorAttack, Healthcare, etc.  The data collection can view table 1. 

 

Table 1. Data Collection 

HighBP HighChol CholCheck BMI Smoker Stroke … Income 

High BP HighChol CholCheckin5years1 40.0 Yes No … 3.0 

NoHigh No HighChol NoCholCheckin5Years1 25.0 Yes No … 1.0 

High BP HighChol CholCheckin5Years1 28.0 No No … 8.0 

High No HighChol CholCheckin5Years1 27.0 No No … 6.0 

… … … … … … … … 

High BP HighChol CholCheckin5Years1 25.0 No No … 2.0 

 

2.2. Data Preprocessing 

Before conducting an analysis using a machine learning model, a step that must be taken is to prepare 

the data thoroughly. This step is done by cleaning and changing the data to make it more suitable for the 

training model to be used. And this step is known as Data Preprocessing. 

 

2.3. Diabetes 

Diabetes is a disease characterized by impaired glucose homeostasis that is designated as an increasing 

epidemic [24]. The signs of diabetes are often ignored by people because the process is not immediately visible, 

even the damage caused by diabetes can occur before the appearance of symptoms. The common symptoms 

that occur in people with diabetes are significant weight loss, easy fatigue, anxiety and frequent body pain [25]. 

 

2.4. Google Colab and Python Programming 

Google offers access to Google Collaboratory, commonly known as Google Colab, to anyone with a 

Gmail account. Google colab provides a user-friendly and intuitive programming environment. Jupyter 

notebook-based cloud pursues as platform Google Colab specially designed for Python programming 

languages without the need for a local installation. Python is a highly interpreted programming language known 

for its simple syntax and ease of learning [26]. Python’s pre-installed library in Colab also makes the 

development process much easier, eliminating the need for users to prepare the development environment 

manually before the start of the project. 

 

2.5. K-Nearest Neighbor (K-NN) 

K-Nearest Neighbor (K-NN is a simple algorithm that is effectively used to classify data. The concept 

of the K-NN algorithm is to find the closest distance between the evaluated data and the nearest neighbor in 

the training data [27]. The advantage of comparing the K-NN algorithm with other classification algorithms 

NBC 



 

ISSN(P): 3024-921X | ISSN(E): 3024-8043 

 

      

63 

 

PREDATECS - Vol. 2 Iss. 2 January 2025, pp: 60-67 

such as Decision Tree, and Neural Network is that it has the ease of overcoming problems with large class 

sizes and does not require many parameters to produce high accuracy [28], the following is equation 1. 

 

 

dEuclidian = √∑(xi2 − xi1)²

n

i=1

 

 

(1) 

 

In this equation, dEuclidian represent the Euclidean distance between two data, while n represents the 

number of attributes of data. The variable xi1 represents the attribute value of the sample data, and xi2 represents 

the attribute value for the test data. By applying this formula, the K-NN algorithm can determine the nearest 

neighbor of the evaluated data so that the classification process can be carried out based on data that has 

similarities. 

 

2.6. Naïve Bayes Classifier 

Naive Bayes is a simple classification algorithm used to calculate a set of probabilities by summing the 

frequencies and combinations of values from a given data set. This algorithm has class conditional 

independence, which is a very strong assumption about the independence of each condition or event [29]. The 

advantage contained in this algorithm is that it facilitates the performance of classifiers in determining classes 

[30]. The equation of the Naïve Bayes theorem are 2. 

 

 
P(Ci|X) =

P(X|Ci) ∗ P(Ci)

P(X)
 

(2) 

 

  

In this formula, Ci represents the solution class of the i-th pattern, where i indicates the number of class 

labels, and X refers to the criteria defined based on the given input data. The term P(Ci|X) indicates the 

probability of the class label Ci occuring given the input criteria X. Furthermore, P(Ci) represents the prior 

probability of the class label Ci, while P(X) denotes the probability of the input criteria X. 

 

2.7. Random Forest 

An ensemble classifier called a random forest (RF) classifier creates several decision trees using a subset 

of training samples and variables that is chosen at random [31]. The equation of the Random Forest are 3 [34]. 

 

 

Ak,pred =
1

T
∑ Ak,t,pred 

T

t=1

 

 

(3) 

 

In this formula Ak,pred represents the predicted activity value for the k-th compound, as determined by 

the Random Forest model. The parameter T refers to the total number of decision trees within the Random 

Forest. Furthermore, Ak,t,pred  represents the predicted activity value for the k-th compound as determined by 

the t-th decision tree. 

 

2.8. Confusion Matrix 

An assessment technique called a confusion matrix is used to classify performance according to right 

and wrong. There is recall, precision, and accuracy in the confusion matrix. The four outputs of  this formula’s 

computations are recall, precision, accuracy, and error rate. Assessing the test items correctness and falsity 

forms the basis for evaluating the categorization model [32]. 

 

3. RESULTS AND DISCUSSION 

3.1. K-Nearest Neighbor 

In this study, the researchers applied the K-NN algorithm to perform data classification. The test results 

showed that the classification accuracy rate reached 85%. This finding indicates that K-NN is an effective 

choice for classification with significant accuracy. The following are the classification evaluation results 

obtained from applying the K-NN algorithm. 

 

 

Table 2. Classification Results of K-NN Algorithm 

 True 

No Diabetes 
True Prediabetes 

True 

Diabetes 
Class Precision 

No Diabetes Prediction 5578 5 1584 0.87 
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 True 

No Diabetes 
True Prediabetes 

True 

Diabetes 
Class Precision 

Prediabetes Prediction 1232 35 110 0.52 

Diabetes Prediction 6846 27 3518 0.67 

 

From the data analysis on table 2, it can be noted that the classification model with the K-NN algorithm 

is able to provide very accurate predictions for No Diabetes cases, with a precision rate of around 87%. This 

indicates that the model rarely gives false positive predictions for individuals who do not actually have diabetes. 

However, when facing Prediabetes cases, the precision drops to around 52%, indicating a tendency for the 

model to give false positive predictions. In terms of detecting Diabetes cases, the model shows an adequate 

level of precision, which is around 68.98%. 

 

3.2. Naïve Bayes Classifier 

In addition to using the K-NN algorithm, in this study researchers carried out the classification process 

by applying the NBC algorithm model. The test results of the NBC algorithm revealed a classification accuracy 

rate of 74%. This finding indicates that the application of the NBC algorithm can be an effective alternative in 

carrying out classification with a satisfactory level of accuracy. The following are the results of the NBC 

algorithm evaluation. 

 

Table 3. Classification Results of Naïve Bayes Classification Algorithm 

 True  

No Diabetes 
True Prediabetes 

True 

 Diabetes 
Class Precision 

No Diabetes Prediction 45322 252 11593 0.90 

Prediabetes Prediction 794 16 567 0.04 

Diabetes Prediction 4342 89 5960 0.33 

 

Based on the table 3, the Naive Bayes algorithm shows superiority in identifying individuals without 

diabetes (No Diabetes) with a high level of precision, reaching 90%. This means that about 90% of those 

predicted to have no diabetes are actually free from the condition. However, it should be noted that the 

performance of the model dropped significantly in the "Prediabetes" class with a precision of only 4%, 

indicating the difficulty of the model in classifying prediabetes. Similar results were seen in the "Diabetes" 

class with a precision of around 33%, indicating the challenge in identifying individuals who actually have 

diabetes. Most likely, there are many false positives in these two classes. This analysis highlights that the model 

tends to be better at identifying healthy individuals than those who may have pre-diabetes or diabetes. 

 

3.3. Random Forest 

Within the scope of this research, the final algorithm applied is Random Forest to run the classification 

process. The test results show that the classification accuracy rate reaches 99%. However, it should be noted 

that the accuracy rate is still at a relatively low level. The following is an overview of the test results from the 

application of the Random Forest algorithm.  

 

Table 4. Classification Results of Random Forest Algorithm 

 True 

No Diabetes 
True Prediabetes 

True 

Diabetes 
Class Precision 

No Diabetes Prediction 57092 11 64 0.99 

Prediabetes Prediction 83 1284 10 0.99 

Diabetes Prediction 356 5 le+04 0.99 

 

The Random Forest algorithm performed very well in classifying each class with a precision of 0.99 for 

all three classes. This means that most of the predictions for these classes are accurate and reliable. Overall, 

the analysis results show that the model has good potential to identify "No Diabetes", "Prediabetes", and 

"Diabetes" cases.  

 

3.4. Comparison of K-Nearest Neighbor (K-NN), Naïve Bayes Classifier (NBC), and Random Forest 

Algorithms 

In dealing with the complexity of data mining, the selection of supervised learning algorithms is a key 

aspect. A comparison between the three main algorithms, namely KNN, NBC, and Random Forest, is essential 

to identify the most effective approach for data processing in this study. At this point, focusing on assessing 

the accuracy, precision, and recall values of each algorithm is the first step in understanding their strengths and 

weaknesses. By doing this comparison, the performance of supervised learning algorithms in the context of 

data mining can be more clearly illustrated. Comparison of KNN, NBC and Random Forest can view figure 2. 
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Figure 2. Bar Chart Comparison of KNN, NBC, and Random Forest 

 

From the classification results of the three algorithms, Random Forest showed excellent performance 

with high precision, recall, and F1-score for each class, signifying its ability to provide accurate and balanced 

predictions. In particular, the model was effective in detecting diabetes and prediabetes cases, and had a low 

false positive rate. On the other hand, Naive Bayes showed lower performance, especially in the Prediabetes 

class, with a very low precision rate. K-NN, although performing well in the No diabetes class, faced 

difficulties in detecting prediabetes cases, characterized by low precision and recall in the Prediabetes class. 

Overall, Random Forest emerges as a better choice for classification purposes in this context, while Naive 

Bayes and K-NN show some weaknesses, especially with regard to prediabetes cases. Model selection depends 

on the specific objectives and data characteristics, but the results of this evaluation provide an initial view of 

the relative performance of each algorithm in diabetes classification tasks.  

Previous research used three classifiers, namely Naive Bayes, Random Forest, and K-NN to predict 

CKD. This study shows that the Random Forest classifier can be used to predict CKD with high accuracy. This 

classifier can be used to help doctors diagnose CKD early, so that treatment can be done early and prevent the 

disease from getting worse [33]. 

 This study examines the performance of supervised learning algorithms for diabetes risk classification. 

From the results, the Random Forest algorithm showed the most superior performance with an accuracy rate 

of 99%, outperforming K-NN (85%) and NBC (74%). This confirms the reliability of Random Forest in 

handling datasets with high dimensions and complexity. As a comparison, research by authors in [12] also 

tested supervised learning algorithms for early prediction of type II diabetes. The study found that Random 

Forest had the highest accuracy of 93.75%, outperforming other algorithms such as Logistic Regression and 

Support Vector Machine. This study supports our research findings that Random Forest is the optimal choice 

of algorithm for chronic disease risk classification, including diabetes [12]. 

 These two studies illustrate that the utilization of Random Forest is not only effective for medical 

datasets but also relevant for other scenarios that require accurate classification considering various variables. 

Thus, the results of this study can be an important reference in the development of artificial intelligence-based 

systems to support clinical decisions and disease prevention. 

 

4. CONCLUSION 

In the context of this diabetes classification research, the performance comparison results among the K-

Nearest Neighbor (K-NN), Naive Bayes Classification (NBC), and Random Forest algorithms indicate that 

Random Forest leads with high accuracy and precision, reaching 99%. This algorithm successfully provides 

accurate and balanced predictions for each class, including Without Diabetes, Prediabetes, and Diabetes. In 

contrast, although Naive Bayes excels in identifying individuals without diabetes with high precision, its 

precision significantly decreases in prediabetes and diabetes cases, reflecting challenges in classifying these 

conditions. Meanwhile, K-NN, effective in classifying cases without diabetes, faces difficulty in detecting 

prediabetes, as indicated by its low precision. Therefore, while model selection depends on specific goals, the 

comparison results emphasize the dominance of Random Forest in providing accurate predictions for diabetes, 

while Naive Bayes and K-NN exhibit some limitations. Positive support from previous studies regarding the 

effectiveness of Random Forest in predicting chronic diseases also provides additional positive considerations 

regarding the potential for early diagnosis and timely intervention. 
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