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Abstract 

 
The hallmarks of Obsessive-Compulsive Disorder (OCD) are intrusive, anxiety-inducing thoughts (called obsessions) and 

associated repeated activities (called compulsions). To understand the patterns and relationships between OCD data that 

have been obtained, data will be grouped (clustering). In clustering using several clustering algorithms, namely K-Means, 

BIRCH, In this work, hierarchical clustering was used to identify the optimal cluster value comparison, and the Davies 

Bouldin Index (DBI) was used to confirm the results. Then the results of the best cluster value in processing OCD data are 

using the BIRCH algorithm in the K10 experiment which gets a value of 1.3. While the K-Means algorithm obtained the 

best cluster at K10 with a value obtained of 1.36 and the Hierarchical clustering algorithm also at the K10 value of 2.03. 

Thus in this study, the comparison results of the application of 3 clustering algorithms obtained results, namely the BIRCH 

algorithm shows the value of the resulting cluster is the best in clustering OCD data. This means that the BIRCH algorithm 

can be used to cluster OCD data more accurately and efficiently. 
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1. INTRODUCTION 

In the new era of digitalization, the collection of health data is growing rapidly, opening up opportunities 

to expand insights into various medical conditions. Related to mental conditions today can affect the mental 

health of individuals, people affected by mental health disorders today are also easily obtained and accessed 

on the available pages by displaying increasingly large data and stored in databases to be able to increase the 

need for efficient and effective analysis [1]. A certain level of anxiety can make a person more productive, 

more so in psychiatric disorders or mental conditions characterized by excessive anxiety or a persistent thought 

(obsession) [2]. Obsessive-Compulsive Disorder (OCD) is the name given to this disorder, which is frequently 

characterized by intrusive, anxiety-inducing thoughts (called obsessions) and associated repetitive activities 

(called compulsions) [3]. 

One such aspect that has been the focus of research is OCD. With the growth in the amount of OCD 

data available, there is a need for effective data analysis methods to identify patterns and relationships that may 

not be directly visible. OCD is characterized by recurrent intrusive thoughts. OCD is currently diagnosed based 

on subjective clinical interviews and scale evaluations, which often result in inconsistent diagnostic outcomes 

among psychiatric, religious and community professionals [4]. OCD is the name given to this disorder, which 

is frequently characterized by intrusive, anxiety-inducing thoughts (called obsessions) and associated repetitive 

activities (called compulsions) [5]. The categorization of OCD symptoms into categories helps in deep 

understanding of symptom variability, response to treatment, and may provide new insights into OCD subtypes. 

To understand the patterns and relationships between the OCD data that have been obtained, clustering will be 

performed. 

The term "clustering" is used interchangeably to describe how search groups can collect disaggregated 

data. Depending on the community setting, presumptions made about the assembly process's component parts, 
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and the context in which the assembly is employed during the data gathering process, several labels emerge 

[6]. In this study, clustering analysis is one approach that can be used to group OCD data into categories that 

have similar characteristics. To build clusters, a variety of clustering algorithms and methods are employed. 

This data clustering focuses on three main cluster algorithms that belong to unsupervised learning algorithms, 

namely K-means, Hierarchical Clustering, and Balanced Iterative Reducing and Clustering using Hierarchies 

(BIRCH). 

K-Means algorithm is one of the simplest unsupervised learning algorithms and plays an important role 

in the field of data mining. With the simplicity of the application of the K-Means algorithm, it is usually used 

to handle very large data sets [7]. Known as the most prominent clustering method, K-Means has the advantage 

of being an algorithm that is straightforward to implement, relatively fast in terms of computing time, and has 

been widely utilized to tackle many computational issues [8][9].While cluster analysis evolved into a subset of 

statistical multivariate analysis, hierarchical clustering the first clustering technique to emerge—was employed 

by social scientists and biologists [8]. An integrated hierarchical clustering algorithm is what is known as the 

BIRCH algorithm. It is highly adapted to address clustering problems of discrete and continuous attribute data 

because it makes use of feature clustering (CF) and cluster feature tree (CF Tree), two concepts for broad 

cluster description [10]. The other part of the BIRCH algorithm is a clustering algorithm referred to as tree-

BIRCH [11]. 

The data that has been clustered using these three clustering algorithm methods will be identified based 

on their respective groups. The K-means, BIRCH, and Hierarchical clustering formulas will then be used to 

calculate the accuracy of each algorithm, and the results can be compared with existing groups that can be 

examined based on their supporting characteristics. Based on research by U. R. Gurning, Mustakim, I. Permana, 

and I. Maita (2023), this study used clusters made up of two to ten trials, while earlier studies have applied and 

contrasted a number of clustering methods to see which ones work best for grouping COVID-19 data. With a 

value of k = 4, the outcomes show the best cluster produced by the k-means algorithm. However, for k = 9, the 

K-Medoid method has the best cluster. The Davies Bouldin Index is used to validate the clustering results 

(DBI). This study presents a more up-to-date understanding of the dynamics of the condition by using a more 

recent and pertinent dataset of OCD symptoms than earlier research. Furthermore, using a wide range of 

techniques and more recent data, this study applies several clustering algorithms, including K-Means, BIRCH, 

and Hierarchical Clustering. The reason this study was conducted is that, by using cluster analysis of symptom 

data, it offers a comprehensive understanding of the features of OCD. It also directs the choice of the best 

algorithm for processing data related to OCD symptoms. The findings have the potential to greatly advance 

the field of mental health diagnosis and treatment approaches. Furthermore, this research offers helpful 

guidelines for data analysis in a variety of scenarios and is not limited to OCD alone. It may also be applied to 

mental health contexts in general. Thus, the purpose of this study was to evaluate each algorithm's accuracy. 

Then, it used the Davies Bouldin Index (DBI) to confirm the clustering findings and compare the clusters that 

could be evaluated based on the supported attributes. 

 

2. MATERIAL AND METHOD  

2.1. Stage of Research 

In this study, several stages were carried out, namely collecting data, pre-processing data, clustering 

process using three algorithms and testing cluster quality using DBI and ending with results and analysis. as 

seen in Figure 1. 

 

2.2. Obsessive-Compulsive Disorder (OCD) 

People with OCD are mentally ill and must engage in activities to calm their intrusive thoughts [12]. 

Higher OCD levels may be associated with more psychological discomfort in a person [13]. The hallmark of 

OCD is recurrent intrusive thoughts that drive an individual to repeatedly carry out the same action. Genetic 

studies have shown that abnormalities in immunologic mechanisms can cause OCD [5]. OCD symptoms are 

diseases that fall under a number of diagnostic categories but share characteristics common to OCD, including 

anxiety, compulsive actions, and obsessive thoughts [14]. OCD is also an under-treated disease due to the great 

contrast in OCD, etiology, symptoms, subtypes, and treatment response [15]. 

 

2.3. K-Means 

K-Means is a partitioning method that is able to apply data analysis as objects based on the location and 

distance between various data points [16]. One of the most used methods for cluster analysis is the k means 

clustering algorithm since it produces reliable and quick result [17]. The purpose of this algorithm is to be able 

to break an object into k clusters, then an analysis is carried out where each cluster object is obtained through 

the closest average [18]. For that, it can be applied with the formula 1. 

 

𝑚 ∑𝑘
𝑘 𝑑𝑖𝑘 =  √∑𝑚

𝑗=1 (𝐶ᵢ𝑗 − 𝑋ᵢ𝑗)²                                                                 (1) 
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Figure 1. Research Methodology 

 

2.4. BIRCH 

Birch's cluster feature tree (CF Tree) and feature clustering (CF) are used in this approach. While 

BIRCH can solve big data sets with faster execution times, the quality of the generated clusters remains subpar 

[10]. The benefit of BIRCH is that it can infer the best subcluster that can be obtained while limiting 

input/output while gradually producing the highest quality clusters, which is useful when other methods 

struggle to handle outliers and huge datasets [19]. The steps of the BIRCH algorithm are as follows [20]. 

 

Algorithm 1 : BIRCH Algorithm 

Input: D= {𝑡1, 𝑡2, 𝑡3 … … 𝑡𝑛 } // Set of elements  
T // Threshold for CF tree construction 

Output:  

K // Set of clusters. 

BIRCH clustering algorithm: 

For  each, 𝑡𝑖𝑖 𝜖𝜖 𝐷   do 
Determine correct leaf node for ti insertion;  

If  

threshold condition is not violated then Add ti to cluster and update CH triples; 

else 

if room to insert ti then 

insert ti as singe cluster and update CF triples; 

else 

split leaf node and redistribute CF features; 

end 

 

 

2.5. Hierarchical Clustering 

This type of algorithm divides the data into different levels, eventually forming a tree-like cluster 

structure [21]. With minimal assumptions about the overall distribution of data points, hierarchical clustering 

can create a hierarchical structure among data points by spontaneously defining clusters based on the branches 

in the tree hierarchy. It is hence appropriate for a variety of data types. The depiction of all data points with 

hierarchical relationships for result interpretation is another significant benefit [22]. Hierarchical clustering 

algorithms use centroids as cluster centers to minimize the Euclidean distance, and choose medoids only as 

cluster representations. This algorithm is deterministic, meaning that it is reproducible. However, it is also 

greedy, meaning it generates local solutions with a collection of cluster assignments [23]. 
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2.6. Davies-Bouldin Index (DBI) 

When using clustering techniques, the validity of a cluster is assessed using the Davies-Bouldin Index. 

In measuring, When DBI reaches the highest point in a cluster, it indicates that the cluster type or the differences 

between clusters are more apparent. DBI maximizes the distance between points in a cluster [24]. Since external 

validity and internal validity are the two primary categories used in validation to evaluate the effectiveness of 

clustering results, DBI is utilized as a clustering matrix [25]. The number of clusters and the intra- and inter-

cluster distances are used to generate the DBI, which will show the degree of similarity across clusters 

regardless of the number of clusters and partitioning method utilized [26]. It is possible to obtain more patterned 

and comprehensive information in addition to determining the ideal number of clusters by using DBI to 

approximate the intra-cluster distance [27]. To calculate the DBI value can be applied with the formula 2. 

 

𝐷𝐵 = ∑𝑝
𝑖=1 (

𝜎𝑖+𝜎𝑖

𝑝
)                                                                          (2) 

 

3. RESULTS AND ANALYSIS 

In the analysis and results obtained using the application of 3 clustering algorithms with the Python 

language executed with Google Colab to be able to implement the model that will be presented in this section. 

The following process will be carried out at the analysis and results stage. 
 

3.1. Collecting and Preprocessing Data 

The data used in this study are patient data detected as having OCD symptoms obtained on the kaggle 

website with a time span of November 2013 - November 2022. The data obtained from this data collection is 

1,500 data. The categories used are Age, Gender, Education Level, Duration of Symptoms (months), Previous 

Diagnoses, Family History of OCD, and other categories. Next, preprocessing the data using excel to determine 

whether the attributes to be used still have a lot of missing values, noise and are still in the form of qualitative 

data so that they must first be converted into numerical data. After making sure there is no missing value or 

cleaning data in the data, it can be continued with data transformation and data normalization. And determine 

the clustering results obtained by utilizing DBI. 

 

3.2. K-Means Clustering 

The implementation for clustering in this study was carried out using three models, namely K-Means, 

BIRCH, and Hierarchical Clustering. This model processes 1500 OCD patient data that has been processed 

previously. 

In clustering with the K-Means algorithm, 9 trials were conducted, after which each trial was tested for 

cluster validity using the Davies-Bouldin Index technique. The test results as seen in Figure 2. 

 

 

Figure 2. K-Means Validity Results 

 

In Figure 2 on this K-Means algorithm, it can be seen that the best cluster from the validity test lies in 

the K10 experiment with a value of 1.36. 

 

3.3. BIRCH 

The clustering results with the BIRCH algorithm were also conducted with 9 trials, and then each trial 

was tested for cluster validity by applying the Davies-Bouldin Index technique. The test results as seen in 

Figure 3. 
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Figure 3. BIRCH Validity Results 

 

In Figure 3 on this BIRCH algorithm, it can be seen that the best cluster of the validity test lies in the 

K10 experiment with a value of 1.3. 

 

3.4. Hierarchical Clustering 

In the clustering process with the Hierarchical Clustering algorithm, the same is done with 9 trials, after 

which each trial is tested for cluster validity making use of the Davies-Bouldin Index method. Figure 4 displays 

the test findings. 

 

 

Figure 4. Hierarchical Clustering Validity Results 

 

With a value of 2.03, the K10 experiment is the best cluster for the validity test, according to Figure 4 

of this Hierarchical Clustering technique. 

 

3.5. Comparison DBI Results of Algorithms 

After clustering and testing the validity of clusters in each algorithm, the next step is to compare which 

algorithm has the best validity test value, which can be seen in Figure 5. 

The best cluster of the K-Means algorithm's validity test on K10 may be observed based on Figure 5 for 

these three algorithms with a value of 1.36, the BIRCH algorithm on K10 with a value of 1.3, and the 

Hierarchical algorithm on K10 with a value of 2.03. Furthermore, the three best are compared, which validity 

test value is the best among the best, can be seen in Figure 6. 

Based on Figure 6 on these three algorithms,As can be observed, the K10 experiment of the BIRCH 

algorithm, which has a value of 1.3, is the best cluster for the validity test. Thus, in this study, the most optimal 

cluster was obtained among the three algorithms, namely the BIRCH algorithm with trial K10 with a validity 

test value of 1,3. 
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Figure 5. DBI Value Comparison 

 

 

Figure 6. Comparison of Best DBI 

   

4. CONCLUSION 

According to the results of data analysis and processing by applying clustering algorithms, namely K-

Means, BIRCH, and Hierarchical Clustering, it can be concluded that the best cluster value in OCD data 

processing using the BIRCH algorithm in the K10 experiment obtained a value of 1.3. While the K-Means 

algorithm obtained the best cluster with K10 with a value obtained of 1, 36 and the Hierarchical clustering 

algorithm also at the K10 value of 2.03. The clustering results from the application of several algorithms are 

validated using the Davies Bouldin Index (DBI). Thus in this study the BIRCH algorithm outperforms the K-

Means and Hierarchical algorithms in clustering OCD data in accordance with the purpose of this study which 

is to be able to determine the accuracy of each algorithm.To be able to know the validity test by getting the 

best clustering results, further research can be done by applying several other clustering algorithms. 
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