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Abstract 

 

Stroke is the second most common cause of death globally, making up about 11% of all deaths from health-related deaths 

each year, the condition varies from mild to severe, with the potential for permanent or temporary damage, caused by non-

traumatic cerebral circulatory disorders. This research began with data understanding through the acquisition of a stroke 

patient health dataset from Kaggle, consisting of 5110 records. The pre-processing stage involved transforming the data to 

optimize processing, converting numeric attributes to nominal, and preparing training and test data. The focus then shifted 

to stroke disease classification using Random Forest, Support Vector Machine, and Neural Network algorithms. Data 

processing results from the Kaggle dataset showed high performance, with Random Forest achieving 98.58% accuracy, 

SVM 94.11%, and Neural Network 95.72%. Although SVM has the highest recall (99.41%), while Random Forest and 

ANN have high but slightly lower recall rates, 98.58% and 95.72% respectively. Model selection depends on the needs of 

the application, either focusing on precision, recall, or a balance of both. This research contributes to further understanding 

of stroke diagnosis and introduces new potential for classifying the disease. 
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1. INTRODUCTION 

Worldwide, stroke ranks as the second most prevalent cause of death, accounting for around 11% of all 

deaths from health-related deaths each year. Stroke falls into two main categories: hemorrhagic and ischemic 

stroke [1][2][3]. The condition can vary from mild to very severe, with damage that may be permanent or 

temporary. Hemorrhagic, which is rare, involves the rupture of a cerebral blood artery that is bleeding. Stroke 

is a disease of the brain that causes localized and or global impairment of nerve function, which is sudden, 

progressive, and rapid. It is caused by non-traumatic circulatory disorders of the brain [4]. Tissue Plasminogen 

Activator (TPA) is the only drug permitted by the Food and Drug Administration (FDA) to treat ischemic 

stroke. Only 1% to 8% of patients who might be qualified have received treatment with tPA [5]. As a result, 

tPA therapy is time-dependent and raises concerns about bleeding complications. As a result, the clinical need 

for treatment of both ischemic and hemorrhagic stroke has not been met, despite recommendations to manage 

hemorrhagic stroke as a supportive treatment [6]. 

The World Stroke Organization says that as many as approximately 5.5 million individuals are predicted 

to die as a result of the 13 million stroke victims that occur each year [7]. With disability as the leading cause, 

stroke ranks second in the globe in terms of causes of mortality [8][9]. The World Health Organization (WHO) 

also reports that low- and middle-income people account for 87% of stroke-related mortality in nations, 

accounting for 70% of all stroke-related deaths globally. According to projections, stroke will account for 
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14.4% of all fatalities by 2030, 8.2% of all deaths by that year, and 14.4% of all deaths by that year [10]. 

Strokes continue to rise in low- and lower-middle-income countries, where they cause 89.0% of Disabilitas 

Adjust Life Years (DALYs) and 86.0% of deaths. The atherogenic effects of some Antiretroviral (ARV) drugs, 

HIV-related inflammation, immunological activation, microbial translocation, hypertension, diabetes, 

dyslipidemia, renal impairment, and smoking are a few prevalent risk factors for Cardiovascular Disease 

(CVD). Intracranial vasculopathy can also result from inflammation and hypercoagulability [11]. 

This has prompted a large number of studies on stroke diseases, to obtain faster and more accurate 

results by using certain algorithms to perform classification and manage very large data sets [12]. In general, 

classification algorithms are divided both non-parametric and parametric methods. While non-parametric 

procedures can be employed with optional data distributions without understanding the shape of the underlying 

data structure, parametric approaches require predicting the statistical distribution of the data [13]. Random 

Forest, Support Vector Machine, and Neural Network are some of the classification algorithms that will be 

applied in this research. I used these methods in my research because the previous research was not accurate 

enough. Therefore, I tried these methods in my new research to be tested again.  

Reranking query expansion results using the Random Forest algorithm can enhance the efficacy of 

recommendations derived from medical literature, according to research done in 2019[14]. To overcome class 

imbalance and dimensionality reduction, research was conducted again in 2023 using the vector support 

machine algorithm to process PCa datasets using SVM-PCa-EDD. The logistic regression model (LR)'s area 

under the Receiver Operating Characteristic (ROC) curve (AUC) for the sample data set was 58.4% after 

accounting for class imbalance, while the AUC of the LR for the unbalanced dataset ROC was 58 [15]. In 

2019, research has been conducted using a neural network classification algorithm. The suggested framework 

was tested on Pima Indian diabetic patient data, consisting of 768 records with eight characteristics. With 

86.26% classification accuracy, we succeeded. For the classification of Type 2 Diabetes data, we propose a 

Deep Learning framework based on stacked autoencoders. When the technique was tested using machine 

learning data from UCI, it outperformed other current categorization techniques [16]. 

Based on this, researchers compared Random Forest, Support Vector Machine, and Neural Network 

algorithms using the Kaggle stroke patient health dataset.The data was then processed with RapidMiner 

software, and the analysis was performed automatically.The results of stroke data processing are expected to 

increase public understanding and knowledge and find new opportunities or potential for classifying stroke 

diseases. 

 

2. MATERIAL AND METHOD 

2.1 Dataset 

The stroke patient health dataset we use is a dataset we obtained from Kaggle, which has 5110 records. 

By sharing the processed data, this data will be used for application and level analysis. Divide the test data and 

training data, then model the Random Forest algorithm, Support Vector Machine, and Neural Network. Then 

using the algorithm will be used to run the data training process and the test data is used to learn the model. 

Figure 1 shows the stages of research conducted in this research. 

 

 

Figure 1. Research Methodology 
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2.2 Data Acquisition 

Data acquisition is the stage of collecting data for processing. Data can be obtained in a variety of ways, 

including direct interviews, questionnaires, observation, and data collection from existing sources. The method 

used for data collection should be in accordance with the objectives of the research and the given hypothesis. 

Data can also be obtained by taking data from sources such as data on the internet, government data, and 

hospital data[17]. 

 

2.3 Pre-process 

Data preprocessing is an important part of the machine learning cycle and is an essential step in data 

analytics [18]. In the healthcare field, access to clean and complete data sets is essential. A model's ability to 

learn and generalize is affected by data quality [19]. 

 

2.4 Normalization 

One of the preprocessing techniques for scaling or mapping is normalization. At this stage, the scale of 

the data is changed to a smaller scale. The new data scale can help classification by removing noisy and less 

relevant features. Formula 1 can be used to obtain the normalization value for each data set [1]. 

 

A = 
𝑨−𝒏𝒊𝒍𝒂𝒍𝒊 𝒎𝒊𝒏𝑨

𝒏𝒊𝒍𝒂𝒊 𝒎𝒂𝒙.𝑨−𝒏𝒊𝒍𝒂𝒊 𝒎𝒊𝒏.𝑨
          (1) 

 

2.5 Random Forest Algorithm 

Many decision trees' outputs are combined by the popular Random Forest (RF) machine learning 

technique to produce a single result: a prediction model for various interests[20]. Random Forest uses two 

methods to compensate for the classification deficiencies of individual regression trees. First, for each tree in 

the Random Forest, a "bootstrap" dataset is created by sampling from the input training dataset. Second, by 

forcing all decision trees by reducing the statistical association across every decision tree, "random feature 

selection" allows decision trees to use a randomly chosen portion of their nodes' predictor subset[21]. In 

addition, the random forest algorithm can greatly enhance the robustness and accuracy of the model [14]. 

Random forest, also referred to as random ensemble, is a combination of decision trees. There are three 

main components, namely [2]:  

1. Creating prediction trees by bootstrap sampling.  

2. Utilizing randomized predictors for each decision tree  

3. The random forest will create a majority vote for classification or average for regression, or use the 

result of the tree immediately. 

 

Then, using a "boot-strap sample" from the data set, a large number of decision trees are randomly 

generated. The branching of each tree is determined by randomly selected predictors at the nodes. The impact 

of each tree on the RF estimate differs depending on its weight, but the average of all the results is the final RF 

estimate. This method uses a "black box" feature, so each tree is not viewed in isolation. The Random Forest 

algorithm is more robust than other machine learning algorithms because it can create random trees and 

randomly select training data from subsets. In addition, the random forest algorithm keeps the overfitting rate 

constant, even though boot-strap sampling is used to randomly select subsets of data for training [22][23]. 

 

2.6 Support Vector Machine (SVM) 

The main principle of SVM is to find a dividing line function, or hyperplane, that can maximally 

separate the data of the two classes. Maximum means that the dividing line can separate the data of the two 

classes with the best margin, which is the distance of the hyperplane line to the nearest class member. The 

margin that has the ability to maximally separate the classes is called the Optimal Hyperplane [3]. 

 

 

Figure 2. Data Classification using Support Vector Machine (SVM) 
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The SVM calculation formula is as follows: SVM can determine the right hyperplane to classify into 

two groups[2]. 

1. Data point: 

𝑋𝑖 = {𝑋1 , 𝑋2 , … … . , 𝑋𝑛,} 𝜖 𝑅𝑛 

 

2. Data class : 𝑦𝑖 ∈ {−1, 𝑦1} 

 

3. Data and class pairs: {(𝑥1, 𝑦1)} 𝑁𝑖=1 

 

4. Maximize function as equation 2. 

 

Ld = ∑  𝛼𝑖−
𝑁
𝑖=1    ∑   ∑   𝑁

𝑖=1  𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝐾(𝑥𝑖 , 𝑥𝑗)𝑁
𝑖=1       (2) 

 

Terms : 0 ≤ 𝛼𝑖  ≤ 𝐶 𝑑𝑎𝑛 ∑ 𝛼𝑖  𝑦𝑖
𝑁
𝑖=1  

 

5. Calculation of w and b, as equation 3. 

 

W = ∑  𝛼𝑖𝑦𝑖𝑥𝑖
𝑁
𝑖   b = -

1

2
 w.𝑥+ + w.𝑥−            (3) 

 

6. Sign of the classification decision function, as equation 4. 

 

(f(x)) = ∑ 𝛼𝑖𝑦𝑖  𝐾 (𝑥,𝑥𝑖)
𝑚
𝑖=1  + b         (4) 

 

Explanation : 

N  : Amount of data 

N  : Data dimension or number of features 

Ld  : Lagrange Multiplier Duality 

αi  : Weight value of each data point 

C  : Constant value 

m  : Number of support vectors/data points that have αi > 0 K(x,xi) : kernel function 

 

2.7  Neural Network Algorithm 
 Three layers: an input layer, an output layer, and one or more hidden layers make up a neural network. 

One or more cells, or units, make up each layer. The weighted total of all of a cell's inputs determines the output 

(yi, j) for each cell. An activation function for a basic neural network is represented by the following equation 

5 and 6. 

 

𝑦𝑖𝑗 = f (∑[𝑊𝑖𝑗 (1, 𝑗 − 1) × 𝑦𝑖𝑗−1] + 𝑏𝑖𝑗)              (5) 

 

Where, here is how the sigmoid function, f(), is defined: 

 

f(x) = 
1

1+exp( −𝑥 )
         (6) 

 

 A simple Neural Network (NN) is made up of three layers: : a hidden layer with ten sigmoid cells, an 

output layer with one cell activating the identity function, and an input layer with P input cells (P equals the 

number of prior breaks of the observed GW level). Cell i at layer j and cell l at layer j-1 are represented by the 

weighted variables yi,j, bi,j, and Wi,j (l, j-1). 

All of the cells in the following layer are linked to every cell within the preceding layer when a simple 

NN is fully connected. The quantity of cells within the obscure layer of the hidden layer × [number of input 

cells + number of output cells + 1] + quantity of the output layer's cells is the number of parameters of a basic 

neural network (P × 10)+21. For instance, a basic Neural Network (NN) has 51 parameters, such as biases and 

connection weights, when the network input is three lags behind the GW rate that was previously measured. It 

is necessary to tune these parameters in order to reduce the network's prediction error [24]. 

 

3. RESULTS AND ANALYSIS 

3.1 Data Understanding 

Data understanding, or data comprehension, is the next step after research comprehension.   The purpose 

of this stage is in order to better comprehend the characteristics of the data to be processed.  A sample of 5103 

data from the Kaggle website [25] will be used for the data mining process. The initial dataset has twelve 
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attributes, one of which is shown as a label or target, and the other eleven as attributes, the initial dataset can 

be seen in Table 1. 

 

Table 1. Initial Data 

Id Gender Age Hypertension … BMI Smooking Status Stroke 

9046 Male 67 0 … 36,6 Formely Smoked 1 

51676 Female 61 0 … N/A Never Smoked 1 

31112 Male 80 0 … 32,5 Never Smoked 1 

60182 Female 49 0 … 34,4 Smokes 1 

1665 Female 79 1 … 24 Never Smokes 1 

56669 Male 81 0 … 29 Formely Smoked 1 

… … … … … … … … 

19723 Female 35 0 … 30,6 Never Smoked 0 

37544 Male 51 0 … 25,6 Fomerly Smoked 0 

44679 Female 44 0 … 26,2 Unknown 0 

 

In the next stage, the initial dataset was transformed. There are some attributes that have numerical 

values that are converted to nominal through transformation. The converted numerical values include age, 

hypertension, heart disease, baseline glucose level, BMI, and stroke. While the nominal values were not 

converted, such as gender, continuously married, type of employment, type of residence, and smoking. Table 

2 displays the data transformation results for each attribute. 

 

Table 2. Data Transformation Results 

Id Gender Age Hypertension … BMI Smooking Status Stroke 

9046 1 67 0 … 36,6 3 1 

51676 2 61 0 … 29,1 2 1 

31112 1 80 0 … 32,5 2 1 

60182 2 49 0 … 34,4 1 1 

1665 2 79 1 … 24 2 1 

56669 1 81 0 … 29 3 1 

… …. …. …. … … … … 

44873 2 35 0 … 40 2 0 

19723 1 51 0 … 30,6 2 0 

37544 2 44 0 … 25,6 3 0 

 

Table 2 displays the results of transforming the data set for each attribute. The transformation process 

converts numerical values into corresponding category or nominal values. Each column in the table provides 

an explanation of the relevant attribute. For instance, the "Id" column gives a unique identification for each 

entry in the dataset, which remains unchanged. The "Gender" column denotes the gender of the individual, 

where 1 and 2 may represent specific genders, such as male and female. The "Age" column indicates the age 

of the individual, while the "hypertension" column is already in numeric form, where a value of 0 indicates the 

absence of hypertension and a value of 1 indicates the presence of hypertension. The "BMI" column shows an 

individual's Body Mass Index (BMI) in numeric form, which can be categorized into categories such as lean, 

normal, obese, etc. "Smoking Status" column indicates one's smoking status, with values of 1 to 3 representing 

categories such as non-smoker, light smoker, heavy smoker, and so on. Finally, the "Stroke" column indicates 

a person's stroke status, with a value of 0 indicating no stroke and a value of 1 indicating a stroke without any 

changes. 

 

3.2 Random Forest 

The study used n_estimators of 200 to train the random slope model because the random slope consists 

of several slope options. This number of n_estimators indicate the number of slope options used in the random 

forest model, the evaluation of view table 3. 

 

Table 3. Random Forest Evaluation Results 

Model 
Performance 

Accuracy Precission Recall 

Random 

Forest 
98.58% 98.65% 98.58% 

 

The Random Forest model applied to the dataset showed satisfactory performance. The accuracy of the 

model reached 98.58%, indicating the success rate in correctly classifying the data. The precision of 98.65% 
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indicates the proportion of correct positives in the model's positive predictions, while the recall value of about 

98.58% indicates the model's ability to identify most of the positive classes in the dataset. 

 

 

    Figure 3. ROC Random Forest 

 

The Receiver Operating Characteristic (ROC) curves for several classes in the Random Forest model 

are shown in Figure 3. The ROC curve of class 0 has an incomputable Area Under the Curve (AUC) value 

(nan). The class 1 ROC curve has two curves, with AUCs of 0.51 and 0.24, respectively, and the class 3 ROC 

curve has an AUC of 0.35. This information provides an idea of the model's performance in predicting true 

positives and false positives across different classes. 

 

3.3 Support Vector Machine (SVM) 

In this study, the SVM model was trained with the following hyperparameters, can be seen as table 4. 

 

        Table 4. Hyperparameters of the SVM model 

Kernel Rbf 

C 1000 

Gamma 0.1 

 

The trained SVM model performs very well when hyperparameters are added to it, the experimental 

results can be seen in table 5. 

 

Table 5. Support Vector Machine Evaluation Results 

Model 
Performance 

Accuracy Precision Recall 

SVM 94.11% 88.57% 99.41% 

 

The SVM model applied to the dataset showed satisfactory performance. The accuracy of the model 

reached 94.11%, indicating the success rate in correctly classifying the data. The precision of 88.57% indicates 

the proportion of true positives in the model's positive predictions, while the recall value of about 94.11% 

indicates the model's ability to identify most of the positive classes in the dataset, The trained SVM model 

performs very well when hyperparameters are added to it, the experimental results can be seen in figure 4.  

An area AUC value of 0.63 on the ROC curve of a SVM model signifies its capability in distinguishing 

between positive and negative classes, suggesting performance better than random guessing yet with room for 

improvement. However, the interpretation of AUC values depends on the context and requirements of the 

problem [26]. It's crucial to assess trade-offs between sensitivity and specificity, compare with baseline models, 

analyze feature importance, and conduct model tuning for potential enhancements. Additionally, validation 

techniques like cross-validation are essential to evaluate the model's generalization ability. Further refinement 

may be necessary to achieve better performance based on specific task needs and performance thresholds [27].  
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Figure 4. ROC SVM 

 

3.4 Neural Network (NN) 

This experiment involves the process of training the model using the previously described method. Here 

are the details of the parameters used in the ‘fit’ function to train the model, as table 6. 

 

Table 6. ANN model hyperparameters 

Parameter Value 

Optimizer Adam 

Activation Function ReLU 

Number of Epochs 100 

Batch Size 128 

Verbosity 1 

 

The trained SVM model performs very well when hyperparameters are added to it, the experimental 

results can be seen in table 7. 

 

Table 7. Artificial Neural Network Evaluation Results 

Model 
Performance 

Accuracy Precission Recall 

ANN 95.72% 95.15% 95.72% 

 

The dataset analyzed by the Neural Network model had an impressive accuracy rate of 95.72%. 

Accurately classifying data is crucial in any machine learning application and this is evident from the high 

accuracy achieved by the model. Moreover, the model's accuracy rate of 95.15% in making positive predictions 

highlights its proficiency. Precision is even more critical when false positives are expensive, as it indicates the 

model's ability to identify positive cases among all instances classified as positive. It's essential to note that the 

model has a recall rate of approximately 95.72%, which means that it can correctly identify a significant 

percentage of positive instances in the dataset. In cases where identifying every positive instance is crucial, 

recall (also known as sensitivity) becomes essential, even if it results in misclassifying some negative instances 

as positive, A visualization of the performance data from the experiment can be seen in Figure 5.  

Striking an ideal balance between recall and precision is crucial to accurately evaluate the performance 

of a model. High recall means that the model is good at identifying positive cases, while high precision indicates 

that the model is careful in predicting positive cases. In machine learning, it can be challenging to achieve a 

balance between these two metrics because improving one may come at the expense of the other. Therefore, 

the Neural Network model's ability to achieve an excellent balance between precision and recall is a testament 

to its effectiveness in classification tasks. 

In Figure 5, we can be seen the ROC curve of the Artificial Neural Network with two parts, namely the 

ROC curve for class 0 (AUC = 1.00) and the ROC curve for class 1 (AUC = 1.00). 
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Figure 5. ROC Artificial Neural Network 

 

The performance comparison of the three classification models used, namely Random Forest, SVM, 

and ANN can be seen in Table 8. 

 

Table 8. Classification Algorithm Comparison Results 

Model 
Performance 

Accuracy Precision Recall 

Random Forest 98.58% 98.65% 98.58% 

Support Vector Machine 94.11% 88.57% 99.41% 

Artificial Neural Network 95.72% 95.15% 95.72% 

 

Random Forest showed the highest accuracy (98.58%), followed by ANN (95.72%), and SVM 

(94.11%). All three models also had high precision rates, with Random Forest reaching 98.65%, ANN 95.15%, 

and SVM 88.57%. It should be noted that SVM has a very high recall rate (99.41%), While Random Forest 

and ANN exhibit high recall rates, with Random Forest achieving 98.58% and ANN achieving 95.72%, it's 

worth noting that there's a slight difference in their performance compared to Support Vector Machine (SVM). 

Recall, also known as sensitivity, measures the proportion of actual positive cases that are correctly identified 

by the model. The high recall rates of Random Forest and ANN indicate their effectiveness in capturing the 

majority of positive instances within the dataset. This suggests that both Random Forest and ANN are proficient 

at minimizing false negatives, which is crucial in scenarios where identifying all positive cases is a priority, 

such as medical diagnostics. However, despite their high recall rates, it's essential to conduct a comprehensive 

analysis to determine the overall performance of each algorithm, considering other evaluation metrics such as 

precision, accuracy, and F1-score. Additionally, understanding the trade-offs associated with each algorithm, 

such as computational complexity and interpretability, is vital for informed decision-making in model 

selection. Therefore, while Random Forest and ANN demonstrate commendable recall rates, a holistic 

assessment considering various factors is necessary to determine the most suitable algorithm for a particular 

task or application. These results point to whether prioritizing precision, recall, or a balance of both for specific 

application needs or goals determines the choice of model [28]. 

 

4. CONCLUSION 

The purpose of this study is to assess the effectiveness of three categorization algorithms: Neural 

Network, Support Vector Machine, and Random Forests in the context of stroke patient health classification 

using a dataset from Kaggle. However, the assessment did not find the effectiveness and advantages of the 

three algorithms. Results show that Random Forest performs best with an accuracy of 98.58%, outperforming 

Neural Network (95.72%) and Support Vector Machine (94.11%). Random Forest can be considered as the 

optimal choice for classifying stroke patients' health data. This research provides practical insights and 

contributes to understanding the benefits of classification models in the healthcare field. Suggestions for future 

research involve exploring factors that affect model performance, improving data pre-processing, and further 

investigating the interpretation of model results. Overall, this study has the potential to serve as a basis for 

further research and provide practical guidance in the selection of classification models. 
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