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Abstract 

 
As people are more active, facial skin is often neglected, which can lead to acne, eye bags, and redness. In this study, deep 

learning models such as Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), and Generative 

Adversarial Networks (GANs) are used to classify facial skin damage. DenseNet201 and MobileNetV2 architectures were 

also used to evaluate the models in this study. The dataset used consists of facial skin disease photos collected from the 

Kaggle database. The model was trained and tested to classify the types of skin damage after going through data collection 

and preprocessing stages. The results showed that the GANs model and the DenseNet201 and MobileNetV2 architectures 

were the best models, with test accuracy values of 89% for the GANs model, 88% for the DenseNet201 architecture, and 

89% for the MobileNetV2 architecture. These results show that deep learning approach techniques can help classify and 

find facial skin problems well. and it is expected that it will be a great progress in the field of dermatology and skin health. 
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1. INTRODUCTION 

With the increasingly dense activities of society, some people are less concerned with the health of their 

facial skin, therefore it can lead to unhealthy facial skin. Problems found on facial skin can be such as acne, 

eye bags, and redness on facial skin. Acne is called a chronic inflammatory disease with a high prevalence 

around the world that can reach 80% of people experience acne at some time in their lives which usually begins 

to appear at the age of 15 and 17 years and this condition can continue into adulthood [1].  The age-adjusted 

prevalence of acne vulgaris is about 25% higher in females compared to males, which is about 10,911.8 per 

100,000 population for females and 8,727.8 per 100,000 population for males based on data from the 2021 

Global Burden of Disease Study (GBD) for individuals aged 10-24 years in 204 countries and territories from 

1990 to 2021 [2]. Eye bags can appear due to hectic activities which result in less rest time and messy sleeping 

hours. In addition, facial skin redness is one of the topics often discussed in beauty articles or online 

consultations on health sites [3]. Facial skin redness can arise due to irritation or allergies to something that 

has been consumed. Redness of the facial skin can arise due to irritation or allergies to something that has been 

consumed. Every individual has different skin characteristics, including color, texture and sensitivity. These 

variations can affected how skin damage, such as acne or redness, appears and is detected. Other than individual 

characteristics, external factors such as sun exposure, pollution, and the use of cosmetic products also play an 

important role in skin health. 

From some of these facial skin problems, it can classify various types of facial damage, such as acne, 

eye bags, and redness on facial skin through a deep learning approach. Deep Learning (DL) is a machine 

learning technique that can teach computers to learn through examples, and its use is growing exponentially as 

technology and device specifications improve [4]. DL is a subfield of Machine Learning (ML), which has 

shown particular success in performing image processing, improving the accuracy of classification tasks and 
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reducing variability in regression problems [5]. Deep learning has also shown great potential in various 

applications, including image analysis and pattern recognition.  

There are several types of Deep Learning that will be used in this research process such as the 

Convolutional Neural Network (CNN) algorithm, CNN is an algorithm inspired by the neural mechanisms 

underlying the visual system, making it very appropriate for computer vision and recognition tasks. CNNs are 

known to be specifically designed to handle high-dimensional inputs, such as images, and can automatically 

learn relevant features from the data [5]. CNNs can play an important role for some deep model architecture 

tasks [6]. Then, a Recurrent Neural Network (RNN) algorithm that has the ability to collect records of each 

pattern with each dependent pattern. This RNN also uses a convolution layer to be able to predict the pixel 

neighborhood. This model analyzes temporal information based on a sequence of data that cannot be achieved 

by CNN models [7]. In the implementation of CNN, it can use image data augmentation which aims to improve 

the accuracy of the CNN model [8]. 

Furthermore, using Generative Adversarial Networks (GANs) algorithms are known to be able to 

generate a realistic image while formulating the problem using direct objective functions. These deep learning 

advances collectively demonstrate the diverse and influential applications of GANs in the field of artificial 

intelligence and beyond [9]. After that, research conducted by Musa and Badmos in 2022 that makes use of the 

MobileNetV2 architecture in detecting face shields that achieve an accuracy of 96% can be said that the 

performance of the MobileNetV2 architecture is quite good [10].  The algorithms mentioned above have been 

widely used for research using image classification data. This research also leveraging the architecture with 

DenseNet201 and MobileNetV2 models to perform model evaluation. Using this architecture requires a 

memory that does not take up much space and the accuracy gained by both architectures can reach the highest 

accuracy and there are no computational constraints. 

In previous research conducted by P. D. Rinanda, et al (2024) with research results that show the optimal 

architecture, namely VGG16, getting 96.87% accuracy, then Inception V3 with 96.50% and the last CNN 81%. 

In the research to be done this can provide an update by applying a completely different architecture and using 

3 algorithms in order to get more optimal results. The purpose of this research is to apply a Deep Learning 

approach for the classification of health problems or defects in facial skin by implementing CNN, RNN, and 

Gans. By applying these three algorithms and both architectures to skin disease data, this research is expected 

to classify and identify images of defects in facial skin and can help us to understand facial skin recognition, 

or detect objects, and can open up new ideas for research and innovation. 

 

2. MATERIAL AND METHOD  

2.1. Stage of Research 

Several steps were taken in this study: gathering data, pre-processing the data, modeling the data using 

three algorithms, each with two architectures, and assessing the accuracy of the test's best findings, as indicated 

in Figure 1. 

 

 

Figure 1. Research Methodology 
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2.2. Data Collection 

Data were collected using the kaggle website, which is data in the form of facial skin defects images 

that have 3 classes. The resulting image is shown in three sides of the face and from the image classification 

can be done. 

 

2.3. Pre-Processing Data 

Data preprocessing is an important step in this research which is done by augmenting the image data. 

The benefits of data preprocessing are to improve data quality, model performance, and ease of model 

implementation. 

 

2.4. Facial Skin Defect 

Facial skin defects refer to various skin problems that occur in the facial area, which can affect a person's 

appearance, health, and psychology. Common skin problems on the face include redness, eye bags, and acne. 

The complicated pathophysiology of acne vulgaris, also known as acne, involves sebaceous glands, follicular 

hyperkeratinization, excessive bacterial colonization, immunological response, and inflammation [11]. 

Genetics, menstrual cycle hormone activity, stress, hyperactive Sebasasic gland activity, cleanliness, diet, and 

cosmetic use are all known acne triggers [12]. Then there are eye bags, a condition where the area under the 

eyes is swollen or has a dark discoloration. The main causes of eye bags are aging, fluid retention, lack of sleep, 

allergies, and genetics. As we age, the tissues and muscles around the eyes weaken, causing fat to migrate to 

the under-eye area. The impact of these eye bags on average has the ability to reduce self-confidence. Facial 

redness can be caused by various skin conditions, such as rosacea, dermatitis, allergies, or environmental 

conditions such as sun and wind exertion. Redness is often accompanied with inflammation and itching. 

 

2.5. Deep Learning 

Many facets of contemporary life have benefited from machine learning, including web browsing, social 

network content screening, e-commerce website recommendations, and the growing usage of machine learning 

in consumer goods like cameras and cellphones. One of the subfields of machine learning is deep learning [13]. 

Deep Learning is making significant strides toward resolving issues that have hampered the artificial 

intelligence community's best efforts for years. mostly employed in natural language processing, object 

identification [14], and picture classification. Its ability to identify intricate structures in high-dimensional data 

has significantly increased, making it useful in a wide range of scientific, commercial, and governmental 

contexts. Also, deep learning has emerged as a highly popular and efficient technique for many uses in image 

identification, natural language processing, and other areas. 

 

2.6. Convolutional Neural Networks (CNN) Model 

In recent years, CNN have taken over the field of machine vision. CNNs are made up of several hidden 

layers, an output layer, and an input layer. A convolutional layer, a pooling layer, a fully connected layer, and 

a normalization (ReLU) layer are typically the hidden layers of CNNs [15]. Additionally, the convolutional 

layer extracts features by using the local correlation of the image's data [16]. These CNNs operate on the 

foundation of linear algebra. The fundamental method used to express data and weights is matrix vector 

multiplication [17]. CNNs have also been shown to have excellent performance for image classification [18]. 

For the collection of photos, each layer has a unique set of properties. CNNs also have fully connected layers 

that classify the output with one label per node [19]. The following formulas and symbols can be used to 

describe the CNN mathematical model : 

Let x  ∈R(N  x M  represent the input signal, where N and M are the number of channels and samples, 

respectively (e.g., for a single-channel signal, M = 1). The weight matrix of the lth convolutional layer is 

denoted by Wl ∈ RK×K×Dl—1 × Dl, where K is the filter size, Dl—1) is the input channel, and Dl is the output 

channel. The lth layer's convolution procedure can be expressed as equation 1 [6]. 

 

zl = f ∑Dl—1 x*Wl) + bl                                                                   (1) 

 

2.7. Recurrent Neural Network (RNN) Model 

Such sequential input is processed using a form of neural network called an RNN [20]. The output of 

the RNN at one stage will be re-entered as additional input for the following stage in an RNN sequence, in 

addition to the input. The RNN can execute deduction based on the data sequence that has been processed in 

the preceding steps thanks to this method. The length of the sequence in RNN is also called sequence length 

or timesteps [21].  RNN captures high-level label relationships while keeping the computing complexity under 

control. It was found that RNN significantly improved classification accuracy [22]. An RNN's mathematical 

model includes the calculation that is done at every time step as well as the update rules for the hidden states. 

The basic RNN model is expressed mathematically as follows: The input signal at time step t is represented as 
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xt ∈ RD, where D is the number of input dimensions or features. The input signal and the previous hidden state 

are used to calculate the hidden state ht RH at time stept, as view equation 2. 

 

ht=f(WH×H*ht—1+Whx*xt + bth),                                                              (2) 

 

2.8. Generative Adversarial Networks (GAN) Model 

One of the deep learning methods and a rapidly expanding area of artificial intelligence, GANs, has 

advanced quickly and had a big impact on many different domains [23]. It is now common practice to generate 

fresh image data using GANs, especially when producing sketch images that resemble reference photos. This 

process involves the combination of samples such as points, lines, planes, and colors to create a sketch or 

imitation image of a particular object, such as a physical object or a human  [24]. A system comprising two 

neural networks that compete with one another in a zero-sum game framework is used to build GANs. Complex 

image processing tasks like semantic segmentation, image translation, generative image modeling, image 

synthesis, data augmentation, and domain adaptation have all been modified for GANs [25]. Aiming to satisfy 

the objective function (3), GAN model training, also known as the "minmax game," takes into account the 

following: 𝑥 denotes the true data; 𝑝𝑧 (𝑧) denotes the previous input noise; 𝐺(𝑧) denotes the generated image; 

𝐷(𝐺(𝑧)) denotes the probability that the false image is correct; and 𝐷(𝑥) represents the probability that the 

original image is correct. The goal function of cGAN is quite similar to the original goal function, except that 

𝐷(𝑥) → 𝐷(𝑥 ∣ 𝑦), and 𝐷(𝐺(𝑧)) → 𝐷(𝐺(𝑧 ∣ 𝑦)), where 𝑦 is the condition [26]. 

 

                       MinGmaxDV (D, G) = Ex~pdata(x) [log(D(x))] + EZ~pz (z) [log(1 – D(G(z))))                   (3) 

 

2.9. Dense Convolutional Network 201 (DenseNet201) 

One Deep Learning architecture model that links each layer and its feature maps to all ensuing levels is 

the Dense Convolutional Network (DenseNet). All of the preceding layers' feature maps will be fed into the 

following layer. DenseNet feed-forward connects each layer/block to every other layer/block. On the other 

hand, a conventional convolutional network consisting of L layers contains L - 1 connections between each 

layer, and L (L + 1)/2 direct connections between the subsequent levels [27]. This model is constructed 

similarly to ResNet, but it feeds information from one layer to the next. A few intriguing benefits of DenseNet 

are that it decreases the number of parameters significantly, strengthens feature spreading, encourages feature 

reuse, and resolves the gradient-gradient problem [28]. Relevant features can also be extracted using DenseNet. 

The architecture of DenseNet 201 is shown in Figure 2. 

 

 

Figure 2. DenseNet201Architecture [29] 

 

2.10. MobileNetV2 

The foundational paradigm for the suggested approach is MobileNetV2. Depth-immersive convolution 

forms the foundation of the MobileNet architecture. Conventional 2D convolution performs convolution on 

the depth dimension (channel) in addition to processing all input channels directly to create a single output 

channel. Depthwise convolution divides the input and filter pictures into distinct channels, which are 
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subsequently convoluted with the appropriate filter channel for each input channel. The output channels are 

restacked once they have been filtered [30]. 

 

 

Figure 3. MobileNetV2 Architecture [31] 

 

2.11. Evaluation 

From the application of some of the algorithms described, evaluation is used to test the model with the 

best performance. The evaluation displayed can be in the form of accuracy, precision, recall and other 

evaluation results [32]. 

 

3. RESULTS AND DISCUSSION  

3.1. Collecting and Preprocessing Data 

The Kaggle database provided the image data used in this study, which depicts facial skin diseases. 

Three classes—acne, bags under the eyes, and redness of the facial skin—are identified in this image data. The 

model for identifying and categorizing face skin diseases will be trained and tested using these photos in this 

study. Since the raw data is still a bit erratic in terms of size and shape at first, leveling is crucial in order to 

maximize the results of subsequent computations. Figure 4 displays the dataset. 

 

 

Figure 4. Dataset 

 

90% of the raw data will be used for training and 10% for testing during the first round of data 

preparation. The separated data will be split up into distinct pathways. Furthermore, this research performs a 

data augmentation process on the image dataset by using ImageDataGenerator from Keras Tensorflow. The 

purpose of the augmentation process is to expand the amount of training data by creating variations from 

existing data. This technique is useful when the amount of data is limited because it helps the model generalize 

better by incorporating more variations into the training data. 
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In the training data augmentation performed includes rotating random images up to 45 degrees, rescaling 

image pixel values to a range of 0.1 by dividing each pixel by 255, deviation of random images with shear 

angles up to 15%, zooming random images up to 15%, flipping images vertically and horizontally and filling 

in empty pixels using the closest pixel value. Whereas in the test data, no augmentation process is carried out, 

only rescaling the pixel values and dividing the validation data. The next stage in data preprocessing is to 

determine the batch size to set the number of image samples that will be generated by the generator each time 

it is run.  

The next step uses two important callbacks in model training with Keras TensorFlow, namely 

EarlyStopping to stop training if there is no decrease in val_loss for 50 consecutive epochs, while returning the 

model to the best weight and ModelCheckpoint stores the best model weight based on val_loss. As well as 

using Adam optimizer with learning rate 0.0001 to optimize the model using Keras TensorFlow with loss 

'categorical_crossentropy' and metric 'accuracy'. The model was trained for 50 epochs. After all the processes 

carried out, the data is ready to be modeled with a more optimal algorithm. 

 

3.2. CNN Model 

In this modeling, CNN model with Keras TensorFlow is used to classify a 224x224 pixel image into 

three classes. The CNN architecture consists of convolution and pooling layers with filters of 32, 64, and two 

layers of 128, followed by 512 dense layer and a softmax output. In addition, experiments were conducted 

using DenseNet201 and MobileNetV2 as base models (pre-trained) without the top classification layer. These 

two models use GlobalAveragePooling2D, Dense (512, ReLU), Dropout (20%), and Dense (3, softmax) output 

layers for multi-class classification. And there are some settings used in classification testing which can be 

seen in table 1. 

 

Table 1. The settings used in classifier training. 

Parameter Detail 

Learning rate 0,0001 

Epoch 50 

Batch size 8 

Optimizador Adam 

Loss function Categorical Cross Entropy 

 

 

Figure 5. Training and Loss Graph of CNN Model 

 

Table 2. Accuracy Result of CNN Model 

 

 

 

 

The training performed on this model applies 50 epochs, and stops at the 50th epoch for the experiment 

graph can be seen in Figure 5. The figure shows the training accuracy value increases significantly, but for the 

loss value decreases as the number of epochs increases. For the accuracy results obtained on the testing data, 

which is 0.78 or 78%, the accuracy results obtained are quite optimal, as can be seen in Table 2. 

 

3.2.1. CNN DenseNet201 

Previously, the DenseNet201 architecture was trained on the ImageNet dataset for modeling purposes. 

It then adds two Dense layers with 256 neurons with ReLU activation, a GlobalAveragePooling2D layer, and 

a Dropout layer with a ratio of 0.3 to lessen overfitting. Lastly, the model features a Dense output layer with 

three neurons and softmax activation for multi-class classification. Figure 6 and Table 3 present the findings 

from the 50 epoch experiment. 

 Training Validation Testing 

Loss 0,53 0,24 0,40 

Accuracy 0,77 0,96 0,78 
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Figure 6. Training and Loss Graph of CNN DenseNet201 

 

Table 3. Accuracy Result of CNN DenseNet201 

 

 

 

 

The training performed on this model applies 50 epochs, but stops at the 50th epoch for the experiment 

graph can be seen in Figure 6. in the figure shows the training accuracy value also increases significantly, but 

for the loss value the graph does not show significant results as the number of epochs increases. For the 

accuracy results obtained on the testing data, which is 0.89 or 89%, the accuracy results obtained are quite 

optimal, which can be seen in Table 3. 

 

3.2.2. CNN MobileNetV2 

The same was done with the MobileNetV2 architecture, which was pre-trained as the base model. All 

its layers are set as untrainable, so the weights remain the same during training. Next, the 

GlobalAveragePooling2D layer is added. To lessen overfitting, there are 256 neurons in each of the two Dense 

layers that have ReLU activation and one Dropout layer with a ratio of 0.3. Ultimately, the model is classified 

into three groups using a thick output layer that has three softmax triggered neurons. as displayed in Table 4 

and Figure 7. 

 

 

Figure 7. Training and Loss Graph of CNN MobileNetV2 

  

Table 4. Accuracy Result of CNN MobileNetV2 

 

 

 

 

The training carried out on this model also applies 50 epochs, and stops at the 50th epoch for the 

experiment graph can be seen in Figure 7. The training accuracy value in the figure is rather good because it is 

increasing; however, as the number of epochs increases, the graph for the loss value does not show any 

meaningful results. Table 4 shows the very good accuracy results acquired for conducting modeling trials, 

which are 0,78 or 78% for the accuracy results obtained on the testing data. 

 

3.3. RNN Model 

In the RNN (Recurrent Neural Network) model using TensorFlow. This model uses a SimpleRNN layer 

with 100 units, with an input shape of (28, 28). Next, a Dense layer with 3 neurons and softmax activation was 

 Training Validation Testing 

Loss 0,24 0,24 0,35 

Accuracy 0,96 0,91 0,89 

 Training Validation Testing 

Loss 0,21 0,14 0,47 

Accuracy 0,96 1,00 0,78 
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added for multi-class classification. Finally, a dropout with a rate of 0.2 was performed to reduce overfitting. 

In addition, the same thing was done in this modeling, namely conducting experiments using DenseNet201 and 

MobileNetV2. Both models use GlobalAveragePooling2D layer, Dense (512, ReLU), Dropout (20%), and 

Dense (3, softmax) output for multi-class classification. The results can be seen in Figure 8. 

 

 

Figure 8. Training and Loss Graph of RNN Model 

 

Table 5. Accuracy Result of RNN Model 

 

 

 

 
 

The training performed on this model also applies 50 epochs but stops at the 32nd epoch for the 

experiment graph can be seen in Figure 8. in the figure shows a fairly significant training accuracy value even 

though in some epochs it has decreased, but for the loss value the graph shows quite significant results as the 

number of epochs increases. For the accuracy results obtained on the testing data is 0.56 or 56% which is quite 

good accuracy results can be seen in Table 5. 

 

3.3.1. RNN DenseNet201 

It is set as non-trainable in this architecture, so the weights are not updated during training. Next, it adds 

a GlobalAveragePooling2D layer, two Dense layers with 256 neurons and ReLU activation, and a Dropout 

layer with a ratio of 0.3 to reduce overfitting. Finally, for multi-class classification, the model has a Dense 

output layer with 3 neurons and softmax activation. Table 6 and Figure 9 show the results of the 50 epoch 

experiment. 

 

 

Figure 9. Training and Loss Graph of RNN DenseNet201 

  

Table 6. Accuracy Result of RNN DenseNet201 

 

 

 

 

The training carried out on this model also applies 50 epochs and stops at the 50th epoch for the 

experiment graph can be seen in Figure 9. in the figure shows a fairly significant training accuracy value even 

though in some epochs it has decreased, but for the loss value the graph shows quite significant results because 

it increases with the increase in the number of epochs. For the accuracy results obtained on the testing data 

 Training Validation Testing 

Loss 0,69 0,49 1,22 

Accuracy 0,80 0,78 0,56 

 Training Validation Testing 

Loss 0,98 0,93 0,94 

Accuracy 0,60 0,61 0,56 
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which is 0.56 or 56% with the accuracy results obtained are very good for conducting modeling trials can be 

seen in Table 6. 

 

3.3.2. RNN MobileNetV2 

In this architecture, the same was done with the MobileNetV2 architecture, which was pre-trained as 

the base model. All its layers are set as untrainable, so the weights remain the same during training. Next, the 

GlobalAveragePooling2D layer is added. The two Dense layers have 256 neurons with ReLU activation and 

one Dropout layer with a ratio of 0.3 to reduce overfitting. Finally, there is a dense output layer with three 

softmax activated neurons to classify the model into three classes. as shown in Figure 10 and Table 7. 

 

 

Figure 10. Training and Loss Graph of RNN MobileNetV2 

 

Table 7. Accuracy Result of RNN MobileNetV2 

 

 

 

 

The training performed on this model also applies 50 epochs and stops at the 50th epoch for the 

experiment graph can be seen in Figure 10. in the figure shows a fairly significant training accuracy value even 

though in some epochs it has decreased, but for the loss value the graph shows quite significant results as the 

number of epochs increases. For the accuracy results obtained on the testing data which is 0.67 or 67% with 

the accuracy results obtained are very good for conducting modeling trials can be seen in Table 7. 

 

3.4. GANs Model 

This Generative Adversarial Networks (GANs) model uses TensorFlow. The model consists of multiple 

convolution and max pooling layers to reduce the dimensionality of the image. First, a Conv2D layer with 32 

filters (3, 3) and ReLU activation, followed by MaxPooling with a factor of (2, 2). This process is repeated 

with 64 filters and then 128 filters, each time followed by MaxPooling. The result is flattened into a one-

dimensional vector, connected with a 512 neuron ReLU Dense layer, and then output with a 3 neuron softmax 

Dense layer. In addition, experiments were conducted using DenseNet201 and MobileNetV2. Both models use 

GlobalAveragePooling2D, Dense (512, ReLU), Dropout (20%), and Dense (3, softmax) layers for multi-class 

classification, see the results in Figure 11. 

 

 

Figure 11. Training and Loss Graph of GANs Model 

 

 

 

 Training Validation Testing 

Loss 0,59 0,65 0,84 

Accuracy 0,87 0,83 0,67 
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Table 8. Accuracy Result of GANs Model 

 

 

 

 

The training carried out on this model also applies 50 epochs and also stops at the 33rd epoch for the 

experiment graph can be seen in Figure 8. The figure shows the training accuracy value which has increased 

quite significantly even though in some epochs it has decreased, for the loss value the graph shows quite good 

results as the number of epochs increases. For the accuracy results obtained on the testing data, 0,89 or 89%, 

which is a very good accuracy result so that it can be continued for model testing can be seen in Table 8. 

 

3.4.1. GANs DenseNet201 

DenseNet201 has been trained on the ImageNet dataset and used without the top classification layer 

(include_top=False). The input image has a size of 150x150 pixels. followed by two Dense layers (each with 

256 neurons and ReLU activation), and Dropout with a ratio of 0.3 to reduce overfitting. The last output layer 

is Dense with 3 neurons and softmax activation to classify the image into three classes. Figure 12 and Table 9 

show the results of the 50 epoch experiment. 

 

 

Figure 12. Training and Loss Graph of GANs DenseNet201 

 

Table 9. Accuracy Result of GANs DenseNet201 

 

 

 

 

The training performed on this model also applies 50 epochs and stops at the 49th epoch for the 

experiment graph can be seen in Figure 12. The figure shows the training accuracy value has increased 

significantly, and for the loss value the graph shows quite good results as the number of epochs increases. For 

the accuracy results obtained on the testing data which is 0.89 or 89% with the accuracy results obtained are 

very good for conducting modeling trials can be seen in Table 9. 

 

3.4.2. GANs MobileNetV2 

In this implementation, the MobileNetV2 model was trained on the ImageNet dataset and used without 

the top classification layer (include_top=False), with an input image of 150x150 pixels. All layers of 

MobileNetV2 were set as non-trainable to preserve the trained weights. The classification model uses 

GlobalAveragePooling2D, followed by two Dense layers with 256 neurons and ReLU activation, and Dropout 

0.3 to reduce overfitting. The last output layer is Dense with 3 neurons and softmax activation to classify the 

image into three classes. Can be seen in Figure 13 and Table 10 for the 50 epoch experiment. 

 

Table 10. Accuracy Result of GANs MobileNetV2 

 

 

 

 

The training carried out on this model also applies 50 epochs and stops at the 50th epoch for the 

experiment graph can be seen in Figure 13. in the figure shows a fairly significant training accuracy value even 

though in some epochs it has decreased, then for the loss value the graph shows pretty good results as the 

 Training Validation Testing 

Loss 0,68 0,49 0,58 

Accuracy 0,73 0,78 0,89 

 Training Validation Testing 

Loss 0,22 0,25 0,46 

Accuracy 0,94 0,95 0,88 

 Training Validation Testing 

Loss 0,28 0,26 0,37 

Accuracy 0,91 1,00 0,89 
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number of epochs increases. For the accuracy results obtained on the testing data which is 0.89 or 89% with 

the accuracy results obtained are very good for conducting modeling trials can be seen in Table 10. 

 

 

Figure 13. Training and Loss Graph of GANs MobileNetV2 

 

3.5. Evaluation  

From the results of the model that has been trained using the three models and architectures, it can be 

evaluated using the Classification Report and Confusion Matrix presented in the table 11-13. 

 

Table 11. Modeling Performance Comparison 

Model Class Name Precision Recall F1-Score Support 

CNN 

Acne 1.000 0.667 0.800 3 

Bags 1.000 0.667 0.800 3 

Redness 0.600 1.000 0.750 3 

 Acne 0.750 1.000 0.857 3 

DenseNet201 Bags 1.000 1.000 1.000 3 

 Redness 1.000 0.667 0.800 3 

 Acne 0.750 1.000 0.857 3 

MobileNetV2 Bags 1.000 0.333 0.500 3 

 Redness 0.750 1.000 0.857 3 

 

In the evaluation of the confusion matrix performance in the Precision section, the highest accuracy was 

obtained in the DenseNet201 modeling, namely for Acne at 75%, for Bags at 100%, and for Redness at 100%. 

In the evaluation of the confusion matrix performance in the Recall section, the highest accuracy was obtained 

in the DenseNet201 modeling, namely for Acne at 100%, for Bags at 100%, and for Redness at 66%. and in 

the evaluation of the confusion matrix performance in the F1-Score section, the highest accuracy was obtained 

in the DenseNet201 modeling, namely for Acne at 85.7%, for Bags at 100%, and for Redness at 80%. 

 

Table 12. Modeling Performance Comparison 

Model Class Name Precision Recall F1-Score Support 

CNN 

Acne 0.500 0.333 0.400 3 

Bags 0.500 0.667 0.571 3 

Redness 0.667 0.667 0.667 3 

 Acne 0.500 0.333 0.400 3 

DenseNet201 Bags 0.500 0.667 0.571 3 

 Redness 0.667 0.667 0.667 3 

 Acne 0.500 0.667 0.571 3 

MobileNetV2 Bags 0.667 0.667 0.667 3 

 Redness 1.000 0.667 0.800 3 

 

In the evaluation of the confusion matrix performance in the Precision section, the highest accuracy was 

obtained in the MobileNetv2 modeling, namely for Acne at 50%, for Bags at 66,7%, and for Redness at 100%. 

In the evaluation of the confusion matrix performance in the Recall section, the highest accuracy was obtained 

in the MobileNetV2 modeling, namely for Acne at 66,7%, for Bags at 66,7%, and for Redness at 66,7%. and 

in the evaluation of the confusion matrix performance in the F1-Score section, the highest accuracy was 

obtained in the MobileNetV2 modeling, namely for Acne at 57,1%, for Bags at 66,7%, and for Redness at 

80%. 
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Table 13. Modeling Performance Comparison 

Model Class Name Precision Recall F1-Score Support 

GANs 

Acne 1.000 0.667 0.800 3 

Bags 1.000 1.000 1.000 3 

Redness 0.750 1.000 0.857 3 

 Acne 0.750 1.000 0.857 3 

DenseNet201 Bags 1.000 0.667 0.800 3 

 Redness 1.000 1.000 1.000 3 

 Acne 0.750 1.000 0.857 3 

MobileNetV2 Bags 1.000 1.000 1.000 3 

 Redness 1.000 0.667 0.800 3 

 

In the evaluation of the confusion matrix performance in the Precision section, the modeling accuracy 

was obtained equally, namely around 75% to 100%. In the evaluation of the confusion matrix performance in 

the Recall section, the modeling accuracy was obtained equally, namely around 66,7% to 100%. and in the 

evaluation of the confusion matrix performance in the F1-Score section, the modeling accuracy was obtained 

equally, namely around 80% to 100%. 

After testing the model using CNN, RNN, and GANs and applying 2 architectures, namely 

DenseNet201 and MobileNetV2, a comparison of the accuracy results of the plementation can be seen in Figure 

14 on curacy comparison. 

 

 

Figure 14. Comparison of Accuracy Results 

 

Based on Figure 23, it can be concluded that the most optimal modeling in the study for classifying 

damage to facial skin falls on the GANs algorithm along with the DenseNet201 and MobileNetV2 architectures 

with a testing accuracy value of 89% on the GANs model, 88% on the DenseNet201 architecture, and 89% on 

the MobileNetV2 architecture. 

 

4. CONCLUSION  

This research aims to classify damage to facial skin by utilizing three algorithms, namely Convolutional 

Neural Network (CNN), Recurrent Neural Network (RNN), and Generative Adversarial Networks (GANs), as 

well as two architectures, named DenseNet201 and MobileNetV2. so that optimal accuracy results are obtained. 

The training process uses the same data sharing technique, using CNN, RNN, GANs. The dataset used is 

segmented into 3 classes, including acne, eye bags, and redness. The results showed that GANs with 

DenseNet201 and MobileNetV2 architectures had the best testing accuracy, namely 89%, 88% and 89%. These 

results are expected to show that the use of Deep Learning is an effective solution for the classification and 

identification of facial skin problems, making an important to contribute in the field of dermatology and skin 

health. 
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