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Abstract 

 
Brain Tumors are a medical problem that causes many people to die in the world due to brain cancer. Brain Tumors are 

one of the dangerous types of brain cancer. MRI is well proven in the assessment of brain Tumors, although conventional 

imaging has limitations in evaluating the extent of the Tumor. In the field of medicine, there has been an increase in large 

amounts of data and traditional models cannot manage such data efficiently. So there is a need for medical image analysis 

that can store and analyse large medical data efficiently. This research will adopt a deep understanding transfer learning 

approach with four models namely VGG16, VGG19, MobileNetV2 and ResNet50 to classify 2 types of image shapes 

that detect whether a person has a brain Tumor or not using Magnetic Resonance Imaging (MRI) data with Convolution 

Neutral Network (CNN). The number of datasets used is 4600 MRI images with 2 classes namely Brain Tumor and 

Health. The hyperparameters used are image size 224x224 pixels, training data ratio 70%, test data 30%, using Adam 

optimizer, learning rate 0.0001, using batch size 64 and epoch value 50. The best results in this study were obtained by 

MobileNetV2 architecture with an accuracy of 88.77%.  
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1. INTRODUCTION  

The brain is a complex human organ that has very important functions for the human body. The brain 

has billions of active cells, making it the centre of control and coordination for the central nervous system 

located inside the human skull [1]. Therefore, brain Tumor is a life-threatening condition [2]. Brain Tumor is 

a medical problem that causes many people to die in the world due to brain cancer. Brain Tumor is one of the 

dangerous types of brain cancer due to its critical nature. Based on data from the Global Cancer Observatory 

in 2021, brain Tumor cases in Indonesia reached 5,964 cases with the death rate being in 12th position with 

5,298 cases [3]. One of the most commonly used strategies in the differential diagnosis process in identifying 

Tumor types is Magnetic Resonance Imaging [4].  

Magnetic Resonance Imaging (MRI) is known as magnetic resonance imaging that can provide 

fundamental information before and after surgery. MRI-generated image segmentation plays an active role in 

diagnosis and treatment [5]. MRI is well proven in the assessment of brain Tumors, although conventional 

imaging has limitations in evaluating the extent of Tumors [6]. In the field of medicine, there has been an 

increase in large amounts of data and traditional models cannot manage such data efficiently. This will 

become a problem if it continues to be ignored, hence the need for medical image analysis that can store and 

analyse large medical data efficiently. This research will solve the problem by classifying Tumors from MRI 

image segmentation using Convolution Neutral Network (CNN) by comparing four architectures namely 

VGG16, VGG19, MobileNetV2 and ResNet50 [4].  

CNN is an artificial neural network architecture that is often used to analyse visual data. CNNs can 

automatically recognise many types of visual patterns by extracting important features from images without 
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the need for human intervention or complex pre-processing. The combination of different CNN architectures 

with transfer learning techniques has brought significant improvements in image classification performance 

[7]. This research will use the well-known trained models ResNet-50, VGG-16, and Inception V3 with 

ImageNet. The comparison of these CNN models is expected to achieve better computational results with a 

low error rate so as to provide accurate diagnoses [8]. 

Previous research related to this research topic is research by Prerepa Gayathri et al (2023). This 

research uses CNN to detect brain Tumors by exploring the VGG-16 architecture. The VGG-16 architecture.  

was compared with other architectures namely EasyDL, GoogLeNet, GrayNet, ImageNet, CNN, 

Multivariable Regression model and Neural Network. The result of this study is that the VGG-16 architecture 

achieved 91% accuracy, in the initial training and then to 94% after hyperparameter optimisation. This shows 

that if VGG-16 is explored further, it will be an architecture that has good potential in detecting brain Tumors 

[9].  

Furthermore, research conducted by Amena Mahmoud, et al in 2023, this study compared several 

CNN models namely VGG-16, VGG-19, and Inception-V3 using the AQO optimizer to detect brain Tumors. 

This research divided 80% training data and 20% testing data. They used 3 types of brain Tumors namely 

Glioma, Hyposyphilis and Meningioma. The results of this study showed that the VGG-19 model achieved 

the best accuracy of 98.95% [10]. Then research 2023 by Zahid Rasheed, et al related to CNN comparing 

VGG16, VGG19, ResNet50, MobileNetV2, and InceptionV3 models. With an image size of 224x224 pixels 

on VGG16, VGG19 and ResNet50 and 299x299 pixels on InceptionV3. The results show that brain Tumors 

can be categorised with high accuracy. This is evidenced by the high classification accuracy of 98.04% and 

the f1-score success rate of 98% respectively. The ResNet50 model obtained superior accuracy, precision, f1-

score rate and gain compared to other models [11].  

Another study by Tahia Tazin, et al (2021) discussed the comparison with three CNN models namely 

VGG19, InceptionV3 and MobileNetV2 and incorporated new ways to improve performance in detecting 

brain Tumors. This research focuses on improving accuracy on transfer learning strategies. The results of this 

study show that the MobileNetV2 model has higher accuracy than the VGG19 and InceptionV3 models, 

which is 92% [12]. Further research by Muhammad Yaqub, et al (2020) which compares 10 optimizers on 

CNN models namely AdaDelta, Adagrad, Adam, SGD, CLR, RMSProp, NAG, Nadam and Adamax in 

detecting brain Tumors. With MRI image data obtained from BraTS2015. Quantitatively and graphically, 

Adam optimiser has much better performance. NAG and RMSProp models have poor performance and some 

other optimisers such as AdaDelta and Adamax provide minimal risk and SGD optimiser performance is 

lower than Adam. This study found that Adam optimiser has the highest accuracy of 99.2% compared to 

other optimisers [13].  

Based on previous research, this study will adopt a deep understanding of transfer learning approach 

with four models namely VGG16, VGG19, MobileNetV2 and ResNet50 using Adam optimizer to detect 

brain Tumor disease. This study classifies 2 types of image types that detect whether a person has a brain 

Tumor or not using MRI data with CNN. The hyperparameters used are image size 224x224 pixels, training 

data ratio 70%, test data 30%, using Adam optimizer, learning rate 0.0001, using batch size 64 and epoch 

value 50. The purpose of this study is to compare and evaluate the performance of CNN architecture on brain 

Tumor disease using MRI images to find an architecture that can produce high accuracy. So that it can be 

used to get accurate diagnosis results and reduce the level of subjectivity in medical procedures. 

 

2. MATERIAL AND METHOD 

The flow of the research method can be seen in Figure 1. 

 

 

Figure 1. Research Methodology 

 

The researchers of this study applied the VGG16, VGG19, MobilNetV2, and ResNet50 models on a 

large dataset of 4,600 different types of cerebral MRI images. The photos in the database included IRM 

photographs that were gathered from Kaggle.com. Four network designs for convolutional neural networks 

(CNNs) were tested in this study to see how well they performed picture categorization. Image recognition 

and classification have been carried out using traditional CNN models [14]. Comparing these four CNN 
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architectures which were specifically created to categorize Tumors will help us better understand how well 

they function. Future technological advancements and the development of better methods may benefit from 

these insights. With the use of Google Colab, the model was created using 50 epoch. 

 

2.1. Data Collection 

The initial stage carried out in this research is data collection. The dataset used in this study consists 

of 4600 images of brain Tumor disease from the Kaggle database 

(https://www.kaggle.com/datasets/preetviradiya/brian-Tumor-dataset). This dataset contains 2 types of 

categories: brain Tumor or not. After the data collection process, further analysis will be carried out to 

understand the variables of the two types of data in Figure 2 by preprocessing the data. The percentage of 

data of both classes can be seen in Figure 2 and a random image from the dataset in Figure 3. 

 

 
Figure 2. Percentage of Data 

 

 
Figure 3. Dataset 

 

2.2. Pre Processing 

The objective of the pre-processing phase is to improve image quality, remove irrelevant data, and 

enhance the contrast of MRI images [8]. Before feeding the images into the model, image preprocessing is 

used to improve the image data. Rotation, resizing, normalisation, rescaling (grey scaling), and cropping are 

all examples of preprocessing or commonly called augmentation [15]. An explanation of normalisation and 

augmentation can be seen in Table 1. 

 

Table 1. Augmentations used 

Parameter Grade Information 

Rescale 1./255 

Scaling the image pixel values from [0, 225] to [0,1]. 

This process is done to facilitate the training process on 

the model. 

Rotation_range 45 45 

Rotate the image up to 45 degrees randomly in a 

clockwise or anti- clockwise direction. This process helps 

the model become more robust to rotation. 

Horizontal_flip True 
Randomly flip the image in a 

horizontal direction. 

Vertical_flip True 
Randomly flip the image in a 

vertical direction. 
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2.3. Data Splitting 

Based on MRI data of brain Tumor disease obtained from Kaggle with 4600 images, the data has 2 

classes namely Brain Tumor and Healthy. In the concept of Deep Learning, there is a division of data, 

namely training data, test data and validation data. Data sharing techniques are divided into 2 types, namely 

Cross Validation and Hold out. In this study, the data sharing technique used is Hold out with a ratio of 

70:30, namely 70% of training data and 30% of test data. The dataset division can be seen in Table 2. 

 

Table 2. Dataset division 

Hold out Class 
70:30 

Data Validation  
Training Data Test Data 

70:30 
Brain Tumor 1759 754 292 

Healthy 1460 627 352 

 

2.4. Method  

2.4.1. Adam Optimizer 
Adam's Optimiser is an adaptive learning rate optimisation algorithm designed to train deep neural 

networks, known for its effectiveness in a wide range of applications. [16] [17]. It combines the benefits of 

two other optimisation algorithms, namely RMSProp and AdaGrad, by maintaining separate learning rates 

for each parameter and adapting them based on the first and second moments of the gradient [18]. Recent 

studies have explored improvements to Adam's optimiser, such as an improved version that incorporates 

adaptive coefficients and composite gradients to address convergence speed and global optimisation 

challenges [19]. Moreover, studies have shown that Adam performs well on diverse architectures and 

outperforms stochastic gradient descent in settings where the latter struggles, demonstrating its robustness 

and efficiency in optimising deep learning models. 

 
2.4.2. VGG16 

The Vision Geometry Group at the University of Oxford developed the VGG16 model [20]. In 2014, 

he won the Imagenet competition [21]. The VGG16 design consists of a series of seamless convolution 

blocks followed by an integrated pooling couch. Each convolutional layer uses a filter with a kernel size of 3 

x 3 and pass 1 (stride 1), with padding that uses the same value as the stride. Conversely, each pooling layer 

uses a 2 × 2 pool size and a 2 stride [22]. The classification layer, which consists of a fully connected layer 

and a softmax layer, comes after the convolutional layer [23]. There are three fully connected (FC) sofas in 

this. The fully connected couch arrangement in the VGG16 model is consistent across all networks, meaning 

that each FC couch has the same number of channels. Every cached layer in this model makes use of the non-

linear rectified unit's (ReLU) activation function. The architecture described above allows VGG16 to handle 

and classify images with a high degree of accuracy, making it one of the most widely used models in image 

recognition and classification competitions like Imagenet. The VGG16 architecture can be seen in Figure 4. 

 

 

Figure 4. VGG16 Architecture 

 

2.4.3. VGG19 

VGG19 is a deep convolutional neural network architecture that has been used in various research 

studies for tasks such as medical image classification, bathymetry inversion, plant recognition, and COVID-

19 detection. In the context of medical image classification, VGG19 has been compared to other models such 

as VGG16 and Resnet50, showing varying accuracy based on image type and data augmentation [24]. 

Moreover, in bathymetry inversion, VGG19 was used alongside SAR and multibeam data to achieve highly 

accurate results for shallow marine areas, showing strong correlation with measured data and improved 

relative error rates [25]. Furthermore, VGG19 has been used in an automatic tuberculosis detection system, 

achieving a high classification accuracy of 98.6190% with a Gaussian SVM-medium classifier [26]. Finally, 
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in COVID-19 detection, the BND-VGG-19 method combining batch normalisation and dropout layers 

showed superior performance with an accuracy rate of 95.48% compared to existing diagnostic methods [15]. 

The VGG19 architecture can be seen in Figure 5. 

 

 

Figure 5. VGG19 Architecture 

 

2.4.4. MobileNetV2 

MobileNetV2 is a lightweight and efficient neural network architecture that has been successfully 

applied in various domains such as target detection in autonomous driving scenarios [27], polyp image 

segmentation for colonoscopy examination, RAW image processing on mobile devices for production of high 

quality photos [28], and even in the diagnosis of diseases such as COVID-19 through the classification of 

chest X-ray images [29]. The MobileNetV2 architecture has been adapted and optimised for edge hardware 

platforms, featuring versatility and adaptability to different computing environments [30]. With its ability to 

balance performance and efficiency, MobileNetV2 has proven to be a valuable tool in deep learning 

applications, offering high accuracy rates, fast processing speeds, and the ability to run on resource-

constrained devices such as mobile phones and embedded systems. The MobileNetV2 architecture can be 

seen in Figure 6. 

 

 

Figure 6. MobileNetV2 Architecture 

 

2.4.5. ResNet50 

ResNet50 is a CNN architecture that has been widely used in various research studies for different 

applications. It has been used in predicting primary Tumor sites in spinal metastases using MRI, achieving an 

AUC-ROC of 0.77 and a top-1 accuracy of 52.97% [31]. In addition, ResNet50 has been integrated into an 

End-to-End Object Detection system, showing an improvement in object detection performance in images of 

about 90% compared to traditional CNN models, and increasing the speed of object detection for real-time 

applications [32]. The ResNet50 architecture can be seen in Figure 7. 

 

 

Figure 7. MobileNetV2 Architecture 
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ResNet50 has been evaluated in face recognition tasks, showing varying accuracy with and without 

mask occlusion compared to other models such as ViT and Swin transformers [33]. Furthermore, the use of 

ResNet50 in defect detection models, especially with transfer learning, has shown good recognition 

performance and interpretability [34]. This ResNet50 architecture employs multiple layers, such as the 

Dense, Flatten, and Dropout layers, to progressively process image data on brain disease datasets until 

producing the desired class prediction [35]. 
 

3. RESULTS AND ANALYSIS 

3.1. VGG16 Model  

           In the VGG16 model with Adam optimiser, the results with an accuracy of 79% were trained with 

70%                    training data and 30% testing data obtained from Kaggle. The VGG16 curve can be seen in Figure 8 and 

the confusion matrix in Figure 9. 

 

 

Figure 8. VGG16 Training and Validation Curves 

 

 

Figure 9. Confusion Matrix VGG16 
 

3.2. VGG19 Model  

In the VGG19 model with Adam optimiser, the results with an accuracy of 76% were trained with 

70% training data and 30% testing data obtained from Kaggle. The VGG19 curve can be seen in the Figure 10 

and the confusion matrix in the Figure 11. 

 

 

Figure 10. VGG19 Training and Validation Curves 
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Figure 11. Confusion Matrix VGG19 

 

3.3. MobileNetV2 Model 

In the MobileNetV2 model with Adam optimiser, the results with an accuracy of 88% were trained 

with 70% training data and 30% testing data obtained from Kaggle. The MobileNetV2 curve can be seen in 

the Figure 12 and the confusion matrix in the Figure 13. 

 

 

Figure 12. MobileNetV2 Training and Validation Curves 

 

 

Figure 13. MobileNetV2 Confusion Matrix 

 

3.4. ResNet50 Model 

In the ResNet50 model with Adam optimiser, the results with an accuracy of 71% were trained with 

70% training data and 30% testing data obtained from Kaggle. The ResNet50 curve can be seen in the Figure 

14 and the confusion matrix in the Figure 15. 

The following is a description of the precision, recall, f1-score and support values that have been 

obtained by each model, namely on VGG16, VGG19, MobileNetV2 and ResNet50 can be seen in Table 4 

and classification Report comparison results can be seen in Figure 16. 
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Figure 14. ResNet50 Training and Validation Curves 

 

 

Figure 15. Confusion Matrix ResNet50 
 

Table 4. Classification Report 

Class Architecture Recall Precision F1-Score Support 

Brain Tumor 

VGG16 

0.84085 0.79849 0.81912 754 

Healthy 0.74482 0.79557 0.76936 627 

Accuracy   0.79725 1381 

Brain Tumor 

VGG19 

0.80106 0.77436 0.78748 754 

Healthy 0.71930 0.75042 0.73453 627 

Accuracy   0.76394 1381 

Brain Tumor 

MobileNetV2 

0.94032 0.86569 0.90146 754 

Healthy 0.82456 0.91993 0.86964 627 

Accuracy   0.88776 1381 

Brain Tumor 

ResNet50 

0.84748 0.69684 0.76481 754 

Brain Tumor 0.55662 0.75216 0.63978 627 

Healthy   0.71542 1381 

 

Based on the accuracy results obtained have been obtained from each model namely VGG16, VGG19, 

MobileNetV2 and ResNet50. The results of the comparison of the four architectures can be seen in Table 5 

and the representation of the comparison diagram in Figure 17. 

 

Table 5. Model Accuracy Comparison 

VGG16 VGG19 MobileNetV2 ResNet50 

79.72 76.39 88.77 71.54 

 

Based on Table 5, it can be seen that of the four models that have been compared, namely VGG16, 

VGG19, MobileNetV2 and ResNet50. The model that has the best accuracy value is obtained from 

MobileNetV2 with 88% accuracy, then VGG16 with 79% accuracy, then VGG19 with 76% accuracy and 

finally ResNet50 with 71% accuracy.  
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Figure 16. Classification Report Comparison 
 

4.        DISCUSSION 

Based on the comparison of the four tested models, MobileNetV2 demonstrated the best performance 

in classifying brain Tumors from MRI images, achieving an accuracy of 88.77%. The advantage of 

MobileNetV2 over VGG16, VGG19, and ResNet50 lies in its lighter and more efficient architecture, 

allowing it to handle image data with fewer parameters. VGG16 and VGG19 also showed relatively good 

performance, with accuracies of 79.72% and 76.39%, respectively, while ResNet50 had the lowest accuracy 

at 71.54%. This indicates that model complexity does not always directly correlate with increased accuracy 

but rather depends on how the model is optimized for a specific task. 

Furthermore, a deeper analysis of precision, recall, and f1-score reveals that MobileNetV2 achieves 

the best balance in detecting both Brain Tumor and Healthy classes compared to the other models. This 

model effectively reduces false positives and false negatives more efficiently than the others. VGG16 and 

VGG19 still exhibit higher false positive rates, which could potentially lead to misdiagnosis of brain Tumors. 

Although ResNet50 is a more complex model with residual connections, it proved to be less optimal in 

handling MRI data from this dataset, likely due to its inability to extract specific features effectively from the 

MRI images used in this study. 

 

5.        CONCLUSION 

This study evaluates the performance of four deep learning architectures—VGG16, VGG19, 

MobileNetV2, and ResNet50—in classifying brain Tumor MRI images into two categories: Brain Tumor and 

Healthy. Among these models, MobileNetV2 demonstrated the highest accuracy of 88.77%, highlighting its 

efficiency in feature extraction and computational performance. VGG16 and VGG19 achieved competitive 

results with 79.72% and 76.39% accuracy, respectively, while ResNet50 had the lowest accuracy at 71.54%. 

These findings underscore the importance of selecting an appropriate CNN architecture based on both 

accuracy and computational efficiency. 

A key contribution of this study is its comparative analysis of deep learning models with consistent 

hyperparameter settings, ensuring a fair evaluation. The results suggest that lightweight architectures like 

MobileNetV2 can achieve high accuracy while maintaining computational efficiency, making them suiTable 

for real-world medical applications, particularly in resource-constrained environments. Future research can 

expand on these findings by exploring additional CNN architectures, optimizing hyperparameters further, 

integrating attention mechanisms, or employing ensemble learning techniques to improve classification 

accuracy. Moreover, incorporating larger and more diverse datasets could enhance model generalization and 

robustness in real-world clinical scenarios. 
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