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Abstract

The 2023 escalation of the Gaza conflict triggered widespread public discourse on the X platform, highlighting the
importance of sentiment analysis for understanding public opinion on global geopolitical issues. While sentiment analysis
has been widely applied to social media data, comparative evaluations of machine learning models on conflict-related
datasets remain limited. This study analyzes public sentiment toward the Gaza conflict by comparing the performance of
Multi-Layer Perceptron, XGBoost, and Logistic Regression models. A dataset of 2,175 tweets was processed using
standard text preprocessing techniques and TF-IDF feature extraction. Model performance was evaluated using multiple
train-test split scenarios. The results indicate that Logistic Regression consistently outperformed the other models,
achieving the highest accuracy of 73.17% with an 80:20 data split. These findings suggest that simpler linear models may
perform more robustly and efficiently than more complex approaches when applied to high-dimensional, noisy social
media text data. This study provides practical insights into model selection for sentiment analysis of conflict-related
discussions on social media platforms.
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1. INTRODUCTION

The Israeli-Palestinian conflict is a complex geopolitical issue that has long attracted global attention
and stimulated discussions among governments, international organizations, and civil society [1]. In recent
years, social media platforms have become important spaces for public expression, allowing individuals to
share opinions and emotional responses to political and humanitarian crises in real time. As a result,
understanding public sentiment toward the Gaza conflict is increasingly relevant, as it influences media
narratives, public discourse, and international responses to the conflict [2] [3]. Sentiment analysis, defined as
the computational process of identifying and categorizing opinions expressed in textual data, has been widely
used to examine public opinion on social media platforms. Previous studies have demonstrated that machine
learning-based sentiment analysis can effectively capture public attitudes toward political events and armed
conflicts. Various supervised learning algorithms and feature extraction techniques, such as Term Frequency-
Inverse Document Frequency (TF-1DF), have been applied to classify sentiment polarity in social media [4].

However, many existing studies primarily focus on reporting classification performance, with limited
discussion on how different machine learning models behave when applied to high-dimensional, noisy, and
relatively small datasets that are typical of social media data [5]. In addition, comparative studies that
systematically evaluate both simple and complex machine learning models within the context of conflict-
related social media discourse remain limited. In particular, there is a lack of research that examines how
linear and non-linear models perform when analyzing public sentiment toward the Gaza conflict on
contemporary social media platforms. This gap makes it difficult to draw methodological conclusions
regarding the most appropriate model choices for sentiment analysis tasks involving conflict-driven public
discourse [6] [7][8]
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Various machine learning algorithms have been applied for sentiment analysis with varying levels of
complexity and performance. In sentiment classification tasks, both linear and non-linear models are
commonly employed [8]. Previous studies have demonstrated that non-linear approaches such as Multi-Layer
Perceptron and ensemble-based methods like XGBoost are capable of capturing complex patterns in textual
data and have shown strong performance across different application domains [9][10][11][12]. At the same
time, Logistic Regression remains one of the most widely used linear baseline models in sentiment analysis
due to its simplicity and interpretability [13][14]. Despite the successful application of these models in prior
studies, their comparative performance in analyzing conflict-related social media data, particularly in the
context of the Gaza conflict, has not been sufficiently explored. This gap raises an important methodological
question: do more complex models necessarily provide superior performance compared to simpler
approaches when dealing with limited, high-dimensional, and noisy social media text data?

To address this gap, this study conducts a comparative analysis of public sentiment related to the Gaza
conflict using three supervised machine learning models: Multi-Layer Perceptron, XGBoost, and Logistic
Regression. Using a dataset of 2,175 tweets collected from the X platform, the study evaluates model
performance under different train—test split scenarios to assess robustness and generalization. The main
contribution of this research is to provide empirical insights into model selection for sentiment analysis of
conflict-related social media data, particularly by examining whether simpler linear models can outperform
more complex approaches under limited data conditions.

2. MATERIAL AND METHOD

Sentiment analysis of social media text requires appropriate feature representation and a structured
analytical workflow to ensure reliable results. In this study, Term Frequency—Inverse Document Frequency
(TF-IDF) is employed for feature extraction due to its effectiveness in representing high-dimensional and
sparse textual data, particularly in short and noisy social media content. Previous studies have demonstrated
that TF-IDF provides a strong baseline for sentiment classification and remains competitive when combined
with supervised machine learning models [8]. The overall research process consists of data collection, text
preprocessing, feature extraction, model training, and evaluation, as illustrated in Figure 1.

Scraping data Tweet Cleansing  —»  Data Processing Feature Extraction

Visualisasi

MLP Y
Model Evaluation € Model Prediction  [#€— o Spliting data
XGBOOST

Logistic Regression

Figure 1. Research Methodology

2.1. Scraping Data

At this stage, we collect raw data from social media, especially Twitter. The data collection process is
done through the scraping method by utilising APIs such as Twitter API as well as additional libraries such
as snscrape and Tweepy. The data collected are tweets containing certain keywords that are relevant to the
topic we are researching.

2.2.  Tweet Cleaning

At this stage, the raw data from scraping is cleaned first so that it can be used in the next analysis
process. The cleaning process begins by removing duplicate data and empty lines using the drop_duplicates()
and dropna() functions. After that, the content of the tweets is cleaned of punctuation, numbers, URLS, and
other irrelevant symbols using regular expressions. All text is then converted to lowercasing to maintain
uniformity. In addition, common words that do not contribute meaning (stopwords) are removed using a list
from the NLTK library. As a final step, emojis and non-alphabetic characters were removed to make the data
cleaner and more suitable for analysis. After all these steps were completed, the number of tweets remaining
and ready for analysis was 2175.
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2.3. Data Processing

After the tweet cleaning process, the next step is to prepare the data for sentiment modelling. The
first step is tokenisation to break the text into words. Then stemming is carried out, stemming is the process
of mapping and removing inflections in a word into the form of a base word [15], e.g. ‘running’ and ‘jog’
become ‘run’. Each tweet is then labelled with a positive, negative or neutral sentiment based on its meaning.
Finally, the labelled data is converted to numerical format using techniques such as label encoding or one-hot
encoding in order to be processed by the classification algorithm. From this process, we obtained 2,175 data
distributed into three sentiment categories, as shown in Figure 2.
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Figure 2. Number of reviews by sentiment

2.4. Feature Extraction

Figures Machines cannot understand text directly as they can only process data in numeric form.
Therefore, text data needs to be converted to numerical form via a feature-extraction process. One commonly
used method is TF-IDF (Term Frequency-Inverse Document Frequency) [10]. TF measures how often a word
appears in a document, while IDF gives greater weight to words that appear infrequently throughout the
document. The TF-IDF value is calculated as shown in Equation 1.

IDF = log (%) 1)

TF(k,d) indicates the number of words displayed in document d, while IDF(K) indicates the inverse of
document frequency, as shown in Equation 2.

TF — IDF (d,k) = TF (d, k) x IDF (k) )

2.5.  Multi-Layer Perceptron (MLP)

Multilayer Perceptron (MLP) is a type of artificial neural network that is often utilised in various
applications, including machine learning and artificial intelligence. MLP is particularly effective in
supervised learning tasks, where it learns to connect inputs to outputs based on examples that have been
labelled [8]. This network is composed of several layers of interconnected neurons, including an input layer,
one or more hidden layers, and an output layer [16]. Each neuron performs calculations and forwards the
results to neurons in the next layer, and the weight values on the connections between neurons are adjusted
during the training process to produce accurate predictions [17].

Input Layer

Figure 3. MLP Network Architecture
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One crucial aspect of MLPs is the presence of hyperparameters, which are determined before training
and affect network performance [18]. These hyperparameters include various settings such as the number of
hidden layers, learning rate, activation function, and regularisation parameters. Hyperparameter optimisation
is essential to achieve optimal MLP performance. Various methods, including genetic algorithms, have been
proposed to optimise MLP hyperparameters, aiming to improve accuracy, generalisation ability, and training
speed. Figure 3 depicts the MLP network architecture.

2.6. XGBoost

XGBoost, which stands for Extreme Gradient Boosting, is an efficient and widely used machine
learning algorithm, especially for classification and sentiment analysis tasks [11]. As an ensemble method
and boosting technique, XGBoost combines predictions from several weaker models, such as decision trees,
to produce a stronger and more accurate prediction model [19]. It implements gradient boosting to iteratively
minimise the loss function, emphasises computational efficiency, and uses regularization techniques to
prevent overfitting [20]. This works well because the model is updated using a robust formula, equation 3.

y O = y" D 4y £ (X)) 3

In this formula, yAl(t) is the prediction result for the i-th data at the t-th iteration.. Symbol n shows how
large the pace of change is (called the learning rate), and f; (X;) is the result of the new decision tree created
at the tth iteration. This process is iterative, with each prediction improved by adding a new tree. This is the
core of XGBoost's strength. It excels because it has several optimization strategies that make it perform better
[21].

2.7. Logistic Regression

Logistic Regression is a statistical method used for classification, especially in binary classification
situations, intending to predict the probability of the outcome of an event [22]. This technique uses a sigmoid
function to convert linear combinations of input variables into probability values [23], which allows data to
be grouped into different categories. In logistic regression, the probability of a data point falling into the
‘positive’ class is calculated by applying a logistic function to the linear sum of the predictor variables. This
equation is then mathematically formulated as equation (4).

1
px) = 1+ e~(BoB1x1+.. +BnXn) @

In this formula, p(x) means the probability of the data belonging to the positive class, [(B] _0 is the
initial value (intercept), B1\beta_1B1 to p_1 are the effect numbers (coefficients) for each variable x_1to x_n,
and e is the natural log base number. The decision boundary occurs when p(x) =0.5 - anything above 0.5 is
‘positive,” anything below 0.5 is ‘negative.’

2.8.  Model Evaluation

The model evaluation stage is the last step after the model is used to predict the testing data. At this
stage, measurements are made of the model's performance to determine how well the model is classified [20].
Some commonly used evaluation methods include accuracy, precision, recall, F1-score, and confusion matrix
which helps to see the number of correct and incorrect predictions in each category [24].

2.9. Confusion Matrix

Confusion Matrix is a classification performance evaluation method that compares correct and
incorrect data. This matrix calculates accuracy, precision, recall, and error rate to assess the performance of
the model based on the correctness and error rate of the classification results [25]. Confusion Matrix is a table
that displays the number of correctly classified test data and the number of incorrectly classified test data
[26]. Diagram confusion matrix can be seen in Figure 4.

3. RESULTS AND DISCUSSION

In the results section, the dataset will be processed by scraping tweet data, then cleansing and
processing the data, and finally extracting features. The data is then split for training three models: MLP,
XGBoost, and Logistic Regression. After the models are trained, predictions and evaluations are made to
assess the performance of each model.
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3.1.

Processing Data

Pre-processing is the initial stage in data processing that aims to prepare the data to be more easily
processed by the system. The first step in this process is data cleaning, which removes irrelevant data or
corrects it to suit the needs of the analysis. Processing can be seen in Table 1.

Table 1. Processing

No Full Text Tweet English
1 tanya memang bikin orang pikir keras aku Ask indeed makes people think loudly I really respect
' respect.... .
2 sesuai konteks sih emang lagi bahas kamu according to the context, it is really discussing that you
' sebut atas lagi israel.... call it again.....
3 bahas bebegini tambah kena karma lah apa Discussing Beegini, | got more karma even though the
' lah padahal waktu palestina israel.... Palestinian Israeli....
4 perang india vs pakistan ubah nuansa Indian War vs Pakistan Change the geopolitical
' geopolitik gkamubal..... nuances of Gkamubal
5. hakamu cartoonisrlzzfukm orang bendera Your rights Cartoon shows the Israeli flag people....
6 lima negara lapor bantu madam bakar israel Five Countries reported Madam Bakar Israeli May
' mei 2025 .... 2025....
2173 perlu merdeka buat negara nya jajah Need to be independent for its country Jajah
laknatullah .... laknatullah...
2174 ya btul pakdhe ngutukin israel fatal liat apa Yes, Btul Pakdhe cursed Israel fatal, seeing that he
beliau alami skg jujur sy sampe gk tega..... experienced honestly until I couldn't see the sadness...
2175 bukan masalah orang asing menakusai kak It's not a problem for foreigners to defeat, sis, they will

mrk lg juang hak tanah....

be the right .....

Before the data is analysed, several preprocessing stages are performed such as normalisation,
stopword removal, tokenisation, stemming, and translation. Table 2 shows the results of each of these stages
on one data sample.

In the data preprocessing stage, this research uses Python on the Google Colab platform. The data
preparation process starts with cleaning irrelevant elements such as hashtags, emojis, and hashtags. After
that, several advanced stages were carried out, namely data normalisation, tokenisation, stemming, and
finally data translation into English. This translation is done because the model is better able to recognise
sentence structures in English, has more accurate word embeddings, and can better distinguish between
positive, negative and neutral sentiments. Word clouds of positive and negative sentiment can be seen in
Figures 4 and 5.

The word cloud visualization of positive and negative comments related to the Israeli-Palestinian
conflict shows that key words such as conflict, Israel, Palestine, Gaza, and Palestinian appear in both
sentiment types, indicating that the main issue and the parties involved remain at the center of attention.
However, there are differences in the nuances of the words used. Positive comments tend to contain peaceful
and solution words such as support, peaceful, solution, and human, reflecting hope for peace and empathy.
Meanwhile, negative comments are dominated by emotional and violent words such as hate, killed, military,
attack, and genocide, indicating anger, suffering, and condemnation of violence.

Table 2. Sample Result of Data Preprocessing
Result

Data

Normalization
pertanyaanmu ini memang bikin orang berpikir keras dan
aku respect banget sama keinginanmu untuk tetap adil
meski ada perasaan benci yang kuat aku paham konflik
israelpalestina ini emang rumit dan bikin hati panas
apalagi dengan tindakan israel yang sering bikin
Stopword Removal
pertanyaanmu ini memang bikin orang berpikir keras dan pertanyaanmu memang bikin orang berpikir keras aku
aku respect banget sama keinginanmu untuk tetap adil respect banget sama keinginanmu tetap adil meski
meski ada perasaan benci yang kuat aku paham konflik perasaan benci kuat aku paham konflik israelpalestina
israelpalestina ini emang rumit dan bikin hati panas emang rumit bikin hati panas dengan tindakan israel
apalagi dengan tindakan israel yang sering bikin sering bikin
Tokenization
pertanyaanmu memang bikin orang berpikir keras aku Pertanyaanmu, memang, bikin, orang, berpikir, keras,
respect banget sama keinginanmu tetap adil meski aku, respect, banget, sama, keinginanmu, tetap, adil,
perasaan benci kuat aku paham konflik israelpalestina meski, perasaan, benci, kuat, aku, paham, konflik,
emang rumit bikin hati panas dengan tindakan israel israelpalestina, emang, rumit, bikin, hati, panas, dengan,

tanya memang bikin orang pikir keras aku respect banget
sama ingin tetap adil meski asa benci kuat aku paham
konflik israelpalestina emang rumit bikin hati panas
dengan tindak israel sering bikin
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Data Result
sering bikin tindakan, israel, sering, bikin
Stemming
Pertanyaanmu, memang, bikin, orang, berpikir, keras,
aku, respect, banget, sama, keinginanmu, tetap, adil,
meski, perasaan, benci, kuat, aku, paham, konflik,
israelpalestina, emang, rumit, bikin, hati, panas, dengan,
tindakan, israel, sering, bikin

tanya memang bikin orang pikir keras aku respect banget
sama ingin tetap adil meski asa benci kuat aku paham
konflik israelpalestina emang rumit bikin hati panas
dengan tindak israel sering bikin

Translate Data
Ask indeed makes people think loudly I really respect the
same as wanting to remain fair even though | hate
strongly I understand the conflict of Israelpalestine it is
complicated to make the heart hot with Israeli acts often
make

tanya memang bikin orang pikir keras aku respect banget
sama ingin tetap adil meski asa benci kuat aku paham
konflik israelpalestina emang rumit bikin hati panas
dengan tindak israel sering bikin

Common Words in Positive Comments

AMP

Paléstinian

Figure 4. Wordcloud of positive sentiment.

Common Words in Negative Comments

Figure 5. Wordcloud of negative sentiment.

3.2.  Term Frequency-Inverse Document Frequency (TF-IDF)
The data after the preprocessing step will be converted to numeric form using TF-IDF weighting. In
this step, the calculation is performed in Python using the scikit-learn model. TF-IDF results are in Table 3.

Table 3. TF-IDF
No About Accept  Accomodate  Accurate  accusations abal
1 0.0 0.0 0.0 0.0 0.0 0.0
2 0.0 0.0 0.0 0.0 0.0 0.0
3 0.0 0.0 0.0 0.0 0.0 0.0
4 0.0 0.0 0.0 0.0 0.0 0.0
5 0.0 0.0 0.0 0.0 0.0 0.0
6 0.0 0.0 0.0 0.0 0.0 0.0
2176 0.0 0.0 0.0 0.0 0.0 0.0
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3.3.  Multi-Layer Perceptron

The performance of the Multi-Layer Perceptron (MLP) model shows relatively stable results across
different data-sharing ratios, such as 70:30, 80:20, and 90:10 (see Table 4). Although the accuracy ranged
only between 65% and 69%, the model still showed a balance between precision and recall. The best result
was achieved at a ratio of 90:10 with an accuracy of 69.27%, precision of 69.29%, and recall of 69.27%,
while at a ratio of 80:20, the model recorded an accuracy of 69.04%, precision of 69.25%, and recall of
68.04%, with an F1-Score of 68.24%. At a ratio of 70:30, Figures 6 show the confusion matrix results which
indicate that MLP still shows consistency in mapping sentiment towards the Palestinian and Israeli issues
equally. However, with better parameter settings and data training, MLP has the potential to achieve better
results in the future.

Table 4. MLP Evaluation Result

Algorithm Split Evaluation Result (%)
Accuracy 65.85%
70% : 30% Precision 65.10%
Recall 65.85%
F1-Score 65.11%
Accuracy 69.04%
MLP 80% :20% Precision 69.25%
Recall 68.04%
F1-Score 68.24%
Accuracy 69.27%
90% : 10% Precision 69.29%
Recall 69.27%
F1-Score 68.07%
Confusion Matrix for MLPClassifier Confusion Matrix for MLPClassifier Confusion Matrix for MLPClassifier

=3

o

2

&
True label

~

3

-}
True label

3

3

1
predicted label Predicted label Predicted label

Figure 6. Combined confusion matrices of the MLP algorithm for 70:30, 80:20, and
90:10 data splits (left to right).

3.4. XGBoost

In the XGBoost algorithm, the model's performance shows an increasing trend as the data-sharing
ratio changes. The best results were obtained at a ratio of 90:10 with an accuracy of 70.18%, precision of
74.79%, recall of 70.18%, and F1-Score of 67.93%. At a ratio of 80:20, the accuracy achieved was 67.66%,
with 71.16% precision, 67.66% recall, and 65.55% F1-Score. Meanwhile, at a 70:30 ratio, the model
achieved 67.08% accuracy, 71.11% precision, 67.08% recall, and 64.07% F1-Score. The consistent precision
values above 70% across all ratios indicate that XGBoost is quite good at correctly identifying positive
sentiment. Although the accuracy is not very high (see Table 5), the model's performance is stable and tends
to improve at higher training data ratios. The confusion matrix results shown in Figure 7 show a fairly
balanced distribution of predictions. Overall, XGBoost shows competitive performance in sentiment
classification towards Palestine and Israel and can be considered a viable model for similar cases.

Table 5. Xgboost Evaluation Result

Algorithm Split Evaluation Result (%)
Accuracy 67.08%
Precision 71.11%
70%: 30% Recall 67.08%
F1-Score 64.07%
Accuracy 67.66%
XGBOOST 80% : 20% Precision 71.16%
Recall 67.66%
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Algorithm Split Evaluation Result (%)
F1-Score 65.55%
Accuracy 70.18%
90% - 10% Precision 74.79%
0. 0
Recall 70.18%
F1-Score 67.93%
Confusion Matrix for XGBoost Model = Confusion Matrix for XGBoost Model Confusion Matrix for XGBoost Model
250 160 -
[ 38 20 % o 32 12 39 0 17 7 29
140
200 e 120
2 2 100 3
=1 ) 17 62 By =, 0 86 a 2, 0 45 18
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Figure 7. Combined confusion matrices of the XGBoost algorithm for 70:30, 80:20, and
90:10 data splits (left to right)

3.5. Logistic Regression

In the Logistic Regression algorithm, the model shows a fairly good and stable performance at various
data sharing ratios, namely 70:30, 80:20, and 90:10. The best results were achieved at a ratio of 80:20 with an
accuracy of 73.17%, precision of 73.57%, recall of 73.17%, and F1-Score of 71.89%. At a ratio of 70:30, the
model obtained an accuracy of 71.21% with 71.88% precision, 71.21% recall, and F1-Score of 69.92%.
While at a ratio of 90:10, the accuracy slightly decreased to 71.10%, with a precision of 73.68%, recall of
71.10%, and F1-Score of 69.70% (see Table 6). The confusion matrix results in Figures 8 show that Logistic
Regression is able to maintain a balance between precision and recall, and provide fairly reliable
classification results for the case of sentiment towards Palestine and Israel. Overall, the model shows good
consistency and can be one of the effective algorithms in handling sentiment classification on this dataset.

Table 6. Logistic Regression Evaluation Result

Algorithm Split Evaluation Result (%)
Accuracy 71.21%
Precision 71.88%
0/ . 0,
70%: 30% Recall 71.21%
F1-Score 69.92%
Accuracy 73.17%
. . Precision 73.57%
0/ . 0,
Logistic Regression 80% : 20% Recall 73.17%
F1-Score 71.89%
Accuracy 71.10%
Precision 73.68%
0/ . 0,
90%: 10% Recall 71.10%
F1-Score 69.70%
= Confusion Matrix for Logistic Regression = Confusion Matrix for Logistic Regression = Confusion Matrix for Logistic Regression
- 180
0 64 23 65 0 a4 9 50 160 0 23 5 25

5
3
)
w
3
5
H
True label
~
8
5

True label
True label

1
1 1
Predicted label predicted label predicted label

Figure 8. Combined confusion matrices of the Logistic Regression algorithm for 70:30, 80:20, and
90:10 data splits (left to right)
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3.6. Algorithm Comparison

The results of the comparison among the three algorithms show that Logistic Regression performs
best at all data-sharing ratios. The highest accuracy was obtained at 80:20 ratio of 73.17%, with 73.57%
precision and 73.17% recall, showing a good balance in prediction. Meanwhile, XGBoost showed quite
competitive results with improved performance as the training data ratio increased, where the highest
accuracy was achieved at 90:10 ratio of 70.18% and precision of 74.79%. On the other hand, MLP (Multi-
Layer Perceptron) showed the lowest performance among the three, with only 65.85% accuracy at 70:30
ratio, and limited improvement at 80:20 (69.04%) and 90:10 (69.27%) ratios. Overall, Logistic Regression
proved to be the most consistent and reliable for sentiment classification towards the Palestinian-Israeli
conflict.

Based on comparisons of 2175 Twitter data sets with several data-sharing ratios, the Logistic
Regression algorithm performs best, followed by MLP and XGBoost. The highest accuracy was achieved at
an 80:20 ratio of 73.17%. Meanwhile, XGBoost achieved 70.18% accuracy at a 90:10 split, and MLP showed
the lowest results, with a maximum accuracy of 69.27%. The accuracy comparison graph can be seen in
Figure 9.

Result of Comparism

74,00% 73,17%

0 71,21% 71.10%
72,00% b
70,00% 69,04% 69,27%

68,00% 67,08% Teh%
65,85%
66,00%
64,00% I
62,00%
MLP Logistic Regression XGBOOST

m70%:30% m80%:20% m90% :10%

Figure 9. Result of Comparison Models

The dominance of Logistic Regression over MLP and XGBoost is mainly influenced by the dataset's
characteristics and the representation of textual features. Conflict-related sentiment texts generally exhibit
explicit polarity and linear decision boundaries, which can be efficiently captured by Logistic Regression.
Furthermore, the sparsity and high dimensionality of TF-IDF features favor the use of linear classifiers with
regularization. MLP, as a neural-based model, requires a larger training set to achieve optimal generalization,
whereas XGBoost tends to perform better on dense numerical features rather than sparse textual data. These
factors contribute to the consistent and superior performance of Logistic Regression in this study.

3.7. Discussion

Based on the experimental results, Logistic Regression demonstrated the most optimal performance in
classifying sentiment on Twitter data related to the Gaza conflict, achieving the highest accuracy of 73.17%
at a data split ratio of 80:20. This finding is consistent with previous sentiment analysis studies that reported
the effectiveness of linear classifiers on high-dimensional and sparse text data. K. Shah et al. showed that
Logistic Regression performs well in sentiment classification tasks involving limited contextual
information[24], while M. A. Ullah et al. reported that Logistic Regression can provide competitive or even
superior performance compared to more complex models in certain scenarios[27].

The superior performance of Logistic Regression in this study can be attributed to the characteristics
of conflict-related social media data and the feature representation employed. Tweets discussing the Gaza
conflict are typically short, noisy, and emotionally explicit, with sentiment polarity often conveyed through
specific keywords. Such patterns tend to be linearly separable and are therefore well captured by linear
classifiers. In addition, the use of TF-IDF-based representations produces high-dimensional and sparse
feature spaces, which favor models such as Logistic Regression that are designed to handle sparse data
efficiently.

The impact of dataset size further explains the observed performance differences among the models.
With a medium-sized dataset consisting of 2,175 tweets, Logistic Regression benefits from strong
generalization capability and low variance, resulting in stable performance across different data splitting
ratios. In contrast, MLP requires larger training datasets and careful hyperparameter tuning to effectively
learn non-linear representations, which may lead to suboptimal performance under limited data conditions.
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Meanwhile, XGBoost, although powerful for structured numerical data, shows limited effectiveness when
applied to sparse and high-dimensional textual features.

Beyond methodological considerations, the results also have important social and policy implications.
Public sentiment toward the Gaza conflict reflects collective emotional responses and public polarization
during crises. Accurate sentiment classification can assist policymakers, humanitarian organizations, and
media institutions in monitoring public opinion, identifying shifts in discourse, and designing more effective
communication strategies. Overall, the findings indicate that simpler linear models, such as Logistic
Regression, can outperform more complex approaches in conflict-related sentiment analysis when dealing
with limited, noisy, and high-dimensional social media data.

4, CONCLUSION

Based on the evaluation of the three algorithms, Logistic Regression demonstrated the best
performance in sentiment classification of Twitter data related to the Gaza conflict, achieving the highest
accuracy of 73.17% at an 80:20 data split ratio. The results indicate that Logistic Regression provides more
stable and consistent performance across different data splitting scenarios compared to MLP and XGBoost.
While XGBoost achieved competitive results, its performance remained below that of Logistic Regression,
and MLP consistently produced the lowest accuracy. These findings suggest that simpler linear models can
be more effective than complex approaches when applied to conflict-related social media sentiment analysis
under limited data conditions.

Despite these promising results, this study has several limitations that should be acknowledged. First,
the dataset size is relatively limited, consisting of only 2,175 tweets, which may restrict the generalizability
of the findings. Second, the study relies on word-based feature representations using TF-IDF, which may not
fully capture contextual and semantic information in short and noisy social media texts. Third, the analysis is
constrained to English-language data translated from Indonesian, which may introduce translation bias and
affect the accuracy of sentiment classification.

Future research should address these limitations by employing larger and more diverse datasets to
improve model robustness and generalization. The use of context-aware deep learning models, such as LSTM
or transformer-based architectures including BERT, is recommended to better capture semantic and
contextual information in conflict-related discourse. In addition, incorporating multilingual sentiment
analysis and analyzing native-language data directly may yield more accurate insights into public opinion
across linguistic communities.

Overall, this study provides empirical evidence that model simplicity and dataset characteristics play
crucial roles in sentiment analysis performance. The findings highlight the importance of aligning model
selection with data properties and application contexts, particularly in analyzing public sentiment toward
sensitive and complex geopolitical conflicts.
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