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Abstract 

 
Alzheimer's disease is a neurodegenerative disease that is very universal and characterized by memory loss and cognitive 

function decline which ultimately leads to dementia. In 2015, it is estimated that around million people worldwide will 

suffer from Alzheimer's disease or dementia. Globally, the number of Alzheimer's diseases will increase from 26.6 million 

in 2006 to 106.8 million cases in 2050. Due to the large number of people with Alzheimer's disease, it is necessary to 

classify symptoms that lead to indicators of Alzheimer's disease, so that data mining methods are used for data processing. 

Alzheimer's data taken from Kaggle amounted to 373 records, through the stages of data preprocessing, data sharing using 

the Hold-Out method and clustering with AK-Means algorithm. The data is processed using data mining techniques using 

NBC algorithms. Validation testing the accuracy value obtained the result that the NBC algorithm with K-Means Clustering 

data sharing has relatively better accuracy than the hold-Out method of 91.89%. 
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1. INTRODUCTION 

As the most common neurodegenerative disease, etiology and clinical heterogeneity, Alzheimer's 

disease (AD) is rumored to be on the rise in various regions [1]. Alzheimer's disease is one of the cases 

ofemensial disease, which is estimated to affect more than 50 million people worldwide. Of these cases, >50% 

are due to Alzheimer's Disease [2]. About80% of Alzheimer's disease risk is inherited by enowitz, but the 

biological mechanismsin 2015 still underlie heritability and are poorly understood. An analysis was conducted 

to elucidate individual genetic variants ("ge-this phenom notypes") associated with changes in risk for disease 

phenotypes [3]. In 2020, 5.8 million Americans aged 65 and older were living with Alzheimer's, and this 

number is expected to reach 13.8 million by 2050 [4].  

Alzheimer's disease is biologically determined by the presence of plaques containing amyloid B and 

neurofibrillary tangles containing tau. Alzheimer's is a genetic and sporadic neurodegenerative disease that 

causes amnestic cognitive impairment in its prototypical presentation and non-amnestic bognitive disorder in 

less common variants. Alzheimer's is a common cause of acquired cognitive impairment in middle age and late 

life, but its clinical impact is modified by other neurodegenerative and cerebrovascular conditions [5]. 

Alzheimer's disease is associated with widespread disruptions in intrinsic local specialization and global 

integration in the brain's functional systems. This widespread disorder upsets the balance between local 

specialization and global integration in the brain and consequently impairs cognitive abilities, affecting the 

patient's ability to perform daily tasks [6]. Alzheimer's disease is pathologically characterized by p-amyloid 

deposition (Ap) and accumulation of fibrillar phosphorylated tau (pTau), followed by neurodegeneration and 

loss of synapses in the brain  [7]. 

Data mining is used for data mining that combines Alzheimer's Disease data with prevention and control  

[8]. Data mining is a method of exploring unique types of data along with the use of developed methods [9]. 

These methods include the use of econometric models or machine learning to help cluster data in Alzheimer's 

disease [10].  In prepocessing data, clustering methods are used, one of which is the K-Means algorithm and 
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the Hold Out method. K-Means is a grouping method used to support decisions [11]. K-Means Clustering 

analysis allocated various categories based on the best similarity [12] 

There have been many studies related to the use of the Naïve Bayes Classifier (NBC) algorithm using 

hold out such as research conducted by N Pandiangan in 2019 regarding the "Implementation of Decision Tree 

and Naïve Bayes Classification Method for Predicting Study Period" al naïve Bayes algorithm gets  the highest 

accuracy value found at a ratio of 80:20 with an accuracy value of 66% [13]. Then, in Ajib Susanto's research 

in 2021 regarding "Sentiment Analysis on Indonesia Twitter Data Using Naïve Bayes and K-Means Method" 

succeeded in implementing NBC and K-Means with 74.5% accuracy and 25.5 errors [14]. In addition, research 

conducted by Shamima Akter in 2022 on "Convergence of Blockchain, k-medoids and homomorphic 

encryption for privacy preserving biomedical data classification" resulted in a better accuracy value of K-

Medoids of 97.80% [15]. Based on the results of the above exposure, maka can be classified for patients who 

suffer from Alzheimer's disease. Next, a classification will be carried out for someone whohas Alzheimer's 

disease. So it can be concluded that this study raised the title Implementation of Naïve Bayes Classifier for 

Alzheimer's Disease Classification Using K-Means Clustering Data Sharing Technique. 

 

2. MATERIALS AND METHODS 

2.1. Stages of Research 

This research is divided into several stages, namely, the planning stage, data collection, data processing 

/ pre-processing stages and data sharing, implementation of algorithmas and the results of analysis algorithms   

and documentation. In Figure 1. Displayed research methodology of the research to be made. 

 

 

Figure 1. Research Methodology 
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The dataset used in this study comes from the Kaggle web which can be downloaded for research on 

data mining with a total of 373 data. The data is then preprocessed so that it becomes 371 data. After that, the 

data sharing method was carried out using the 80:  20 hold out method and the clustering method, namely the 

application of the K-Means algorithm so that 260 training data records and 111 testing data records were 

obtained. Next, the classification process is carried out using the NBC algorithm. The next stage, the analysis 

process and results are carried out to determine the prediction results from the classification that has been made. 

 

2.2. Alzheimer 's 

Alzheimer's disease is a very universal neurodegenerative disease characterized by memory loss and 

impaired cognitive function that ultimately leads to dementia [16]. Alzheimer's disease is a disease that is 

usually felt by the elderly aged 60 years and over, but at this time Alzheimer's can be felt by someone who has 

a fairly adolescent age. Alzheimer's sufferers generally have difficulty in remembering something, difficulty 

in dialogue so often feel isolated and affect the psychological state of the sufferer [17]. The characteristics of 

this disease are dementia which often begins with a decrease in the ability to remember. Reduced memory or 

the ability to identify something which is then aggravated due to disorders of the brain that are increased in 

nature so that sufferers experience the inability to remember or recognize something [18]. 

 

2.3. Classification 

Classification is one of the most well-known machine learning methods for predicting new sample 

classes, using modeling from training data. Universally, classification is defined as a learning method that maps 

or classifies data instances into predefined class labels in a given data set [19]. Classification is the 

computational task of classifying data objects among the many classes available [20]. The purpose of 

classification is to predict target variables (categories) by forming a classification model based on training data, 

and then using that model to predict the value of the test data class [21]. 

 

2.4. K-Means 

The K-Means Clustering algorithm is a very simple unsupervised learning algorithm. This algorithm 

provides a very convenient way to classify a particular dataset into a certain number of clusters, ie. Data sets 

such as x1, x2, x3, ...., xn are grouped into K-clusters. The main idea of this algorithm is to define one K-center 

for each cluster, the cluster center must be randomly selected [22]. Euclidean distance can be found using 

Equation 1 [23]. 

dij =  √(zi1 − zj1)
2

+ (zi1 − zj2)
2

+ ⋯ + (zim − zjm)
2
 (1) 

 

 

Information: 

dij    : The distance between the i-th curve and the j-th curve 

zi1, zj1, zi2, zj2, … , zim, zjm : Score the corresponding major components in matrix z 

 

2.3 Naïve Bayes Classifier 

This method is commonly used to calculate the probability of a probability based on a known attribute 

or trait as a means of ascertaining the most accurate class that refers to the highest probability value [24]. The 

advantage of this theorem is that we can create it very easily and it will work for large data sets and the 

disadvantage of this theorem is that it will assume all variables are dependent [25]. Not only that, the use of 

the Naïve Bayes method only requires a small amount of training data to ensure the estimation of the parameters 

needed in the classification process [26], for the NBC algorithm formula can be seen in Equation 2 [27].  

 

P(B) =  
P(A)P(A)

P(B)
 (2) 

 

Information: 

P(B)  : Conditional probability from A to B 

P(A) : Conditional probability from A to B 

P(A)  : Probability of occurrence A 

P(B)  : Event probability (B) 

 

2.4 Hold-Out  

The holdout method is a method of sharing and evaluating models where data is divided into training 

data and testing data randomly that are mutually independent (not overlapping) [28].  In the process of 
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randomizing data to divide data into training and testing data in other methods, it is possible to be 

overrepresented in one or more classifications, that is, the classification is dominant compared to other 

classifications [29].  This results in the resulting training and testing data being unrepresentative. However, the 

holdout method is able to guarantee that each classification can be represented in training and testing data so 

that the data created is proportional [30]. 

 

3. RESULTS AND ANALYSIS 

3.1. Data Collection 

The data used for this study is data on people with Alzheimer's disease sourced from kaggle. The data 

totaled 373 records and explained that the attributes behind Alzheimer's disease include gender, age, length of 

education, socioeconomic status, MMSE (Mini Mental State Examination), CDR (Clinical Dementia Rating), 

eTIV (Estimated Total Intracranial Volume), Nwbv (Normalize Whole Brain Volume) and ABF (Atlas Scaling 

Factor). Alzheimer's disease is the most popular neurodegenerative disease with characteristics where the 

sufferer will lose memory and decline in cognitive function causing dementia. Therefore, this study tries to 

classify data attributes to determine the accuracy value in recognizing Alzheimer's disease. 

 

Table 1. Data Collection 

No 
Possible 

Alzheimer's 
Gender Age 

Duration 

of 

Education 

Socioecon

omic 

Status 

MMSE CDR eTIV 
nWB

V 
ASF 

1 Nondemented M 87,000 14,000 2,000 27,000 0,000 1987,000 0,696 0,883 

2 Nondemented M 88,000 14,000 2,000 30,000 0,000 2004,000 0,681 0,876 

3 Demented M 75,000 12,000  23,000 0,500 1678,000 0,736 1,046 

4 Demented M 76,000 12,000  28,000 0,500 1738,000 0,713 1,010 

…. ….. ….. ….. ….. ….. ….. ….. ….. ….. ….. 

372 Nondemented F 63,000 13,000 2,000 30,000 0,000 1327,000 0.796 1.323 

373 Nondemented F 63,000 13,000 2,000 30,000 0,000 1333,000 0.801 1.317 

 

3.2. Preprocessing Data 

The next stage is data cleaning, Data cleaning is cleaning irrelevant data and data that contains noise, 

such as blank, invalid, or misspelled data. Data cleaning affects data mining because of the reduced volume 

and complexity of data. The initial data consisted of 373 data after cleaning produced 371 data. The results of 

data cleaning can be seen in Table 2. 

 

Table 2. Cleaning Result Data 

No 
Possible 

Alzheimer's 
Gender Age MMSE CDR eTIV nWBV ASF 

1 Nondemented M 87,000 27,000 0,000 1987,000 0,696 0,883 

2 Nondemented M 88,000 30,000 0,000 2004,000 0,681 0,876 

3 Demented M 75,000 23,000 0,500 1678,000 0,736 1,046 

4 Demented M 76,000 28,000 0,500 1738,000 0,713 1,010 

….. …… ….. …… …… …. …… ….. ……… 

370 Nondemented F 63,000 30,000 0,000 1327,000 0,796 1,323 

371 Nondemented F 65,000 30,000 0,000 1333,000 0,801 1,317 

 

3.3. Data Sharing 

3.3.1. Hold Out 

In the experiment with the hold out method, a ratio of 80:20 was used with the number of training data 

297 and testing data 74.  The results of this data will then be classified using the NBC algorithm to see the 

accuracy performance using this method. Previously in the study (Akbar, Firman and Rahmaddeni: 2022), data 

sharing was carried out with the 70:30 hold-out method on Alzheimer's data. The use of the 80:20 Hold-Out 

method can be used as an update in this study. 

 

3.3.2. K-Means Clustering  

The cleaning results are divided using the clustering method, namely with the K-Means algorithm. In 

its implementation, experiments were carried out with k = 2 to k = 5. The best number of clusters will be used 

for data sharing in a ratio of 70:30. This was done to get updates from research (Akbar, Firman and 

Rahmaddeni: 2022), where the research used the hold out method with a ratio of 70:30 resulting in an accuracy 

of 83.04% [31]. The best cluster between k=2 sd. k=5 can be seen from the performance value as shown in 

Figure 2. 
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Figure 2. K-Means Cluster Validity Value 

 

In Figure 2. It can be seen that the best cluster is found at k = 3 with the smallest DBI value of 0.074. 

The dataset at k=3 will be divided into data in a ratio of 70:30. The results of the distribution obtained 260 

training data and 111 testing data. 

 

3.4. Implementation of NBC Algorithm with Hold Out 

In the NBC implementation experiment with the hold out method, a ratio of 80:20 was used with the 

number of training data 297 and testing data 74. The accuracy of the hold-out experiment is illustrated by the 

confusion matrix which can be seen in Table 3. 

 

Table 3. Confusion Matrix 

 True Converted True Demented True Nondemented Class Precision 

Pred. Converted 5 16 0 23,81% 

Pred. Demented 12 99 2 87,61% 

Pred. Nondemented 13 0 150 92,02% 

Class Recall 16,67% 86.09% 98,68%  

 

In Table 4. explain the results of Alzheimer's data classification with hold out as outlined in accuracy, 

precision, and recall performance. The calculation results have the status if Converted as many as 5 data, If 

converted but Demented 16 Data, If Converted then Nondemented 0 data, If Demented but Converted 99 data, 

If Demented but Nondemented 2 Data, If Nondemented but Converted 13 data, If Nondemented But Demented 

0 data, and If Nondemented 150 data. The accuracy results obtained are quite good at 85.52%.  

 

3.5. Implementation of NBC Algorithm with K-Means 

The application of the NBC method is carried out with rapidminer tools with datasets that have been 

shared before. This dataset has 3 classes including "Nondemented", "Demented", and "Convented". The results 

of the calculation of classification performance using 111 test data, which have the status if Converted as many 

as 4 data, if Converted But Demented as many as 2 data, if Demented 34 data, if Demented but Converted 3 

data, if Nondemented 64 data, and if Nondemented but Converted 4 data. The results at the test stage will be 

explained in the form of Precision, Recall and Accuracy values which will be visualized in the form of a 

Confussion Matrix as outlined in Table 4. 

 

Table 4. Confussion Matrix 

 True Converted True Demented True Nondemented Class Precision 

Pred. Converted 4 2 0 66.67% 

Pred. Demented 3 34 0 91.89% 

Pred. Nondemented 4 0 64 94.12% 

Class Recall 36.36% 94.44% 100.00%  

 

Table 3 presents a number of training and testing data which are the results of predictions per class, 

Precision, and Recall and Accuracy. The use of Confussion matrix can provide information related to the results 

of true positive values, true negative values, false positive values and false negative values. The Precision value 

can see how precise the prediction is to identify data according to the original class, as well as the recall value 

can see the ability of the classifier to redetect information according to the original class, while accuracy is a 
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parameter to see the performance of the entire model formed. The performance results from the application of 

the NBC algorithm with the K-means clustering data sharing method are relatively better with an accuracy of 

91.89%. 

The results of Confussion Matrix testing from both data sharing methods, namely Hold-Out and K-

means from three classes of possible Alzheimer's suffer, can be analyzed in the form of average results of 

precision, recall and accuracy which can be seen in Figure 3. 

 

 

Figure 3. Performance of Test Results 

 

Based on Figure 3. The highest accuracy value was obtained from classification using the NBC 

algorithm with data sharing techniques using k-means clustering with   an accuracy performance of 91.89%, 

Recalll 76.93%, Precision 84.23%, while the use of the Hold-Out data sharing method on NBC only got an 

accuracy of 85.52%, recall 67.14%, and 67.81% precision.   

  

4. CONCLUSIONS 

This research was conducted to develop a data mining model to classify Alzheimer's disease with NBC 

algorithms with hold-out data sharing methods and K-means clustering. Alzheimer's data taken from Kaggle 

amounted to 371 records after cleaning, through the data sharing stage, namely the 80:20 hold-out method and 

K-Means Clustering. Application of K-Means clustering data sharing method with k=2 to k=5 experiments. 

The best number of cluster is k = 3 with a DBI value of 0.074.  Testing the accuracy value of K-Means 

Clustering data sharing explained that the NBC algorithm has a relatively higher accuracy of 91.89% compared 

to the Hold-Out method which only gets 85.52% accuracy. 
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