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Abstract 

 
Coronary Heart Disease (CHD) is a chronic disease that is not contagious and can cause heart attacks. This makes CHD 

one of the diseases that cause the highest mortality globally. CHD can be caused by the main factor, namely an unhealthy 

lifestyle, so that in an effort to identify and deal with CHD, many studies have been conducted, one of which is the use of 

information technology. With so many CHD patient data, data mining can be used using. classification methods include 

C4.5 algorithm and Support Vector Machine (NBC). The C4.5 algorithm is a decision tree-like algorithm that groups 

attribute values into classes so that it resembles a tree, while SVM is an algorithm that separates data with a hyperplane. 

This study aims to classify the CHD dataset by comparing the C4.5 and SVM algorithms. So that the best accuracy value 

for this data is produced, namely the SVM algorithm of 64.51% and followed by the C4.5 algorithm of 64.30%. 
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1. INTRODUCTION 

Chronic diseases are long-lasting and develop gradually. Chronic diseases are also referred to as Non-

Communicable Diseases (NCDs) and are typically the result of genetics, environment, or lifestyle factors.[1]. 

Unhealthy lifestyles can lead to the onset of NCDs, which can reduce the quality of life[2][3][4]. One of the 

NCDs with a risk factor of an unhealthy lifestyle is Cardiovascular Disease, which includes Coronary Heart 

Disease (CHD)[5][6]. Coronary Heart Disease (CHD) is an NCD caused by atherosclerosis, which is the 

buildup of plaque in the arteries over time due to increased levels of low-density lipoprotein (LDL) cholesterol 

in the bloodstream. The plaque accumulates over time, narrowing the arteries and reducing blood flow to the 

heart muscle, resulting in a decreased heart function. If the plaque buildup completely blocks an artery, it can 

increase the risk of a heart attack[7]. Cardiovascular disease is the leading cause of death worldwide. According 

to the World Health Organization (WHO), in 2019, cardiovascular disease claimed 17.9 million lives, with 

85% of these deaths attributed to heart attacks[8]. The significant numbers mentioned above drive the need to 

classify and predict CHD by identifying the factors that can cause individuals to develop CHD through data 

mining. Data mining is a learning technique that utilizes machine learning algorithms to analyze diverse 

datasets from the past, aiming to discover valuable information, patterns, and relationships that can be useful 

for decision-making in the future[9][10]. Classification in data mining is a technique used to process a 

collection of data into specific pre-defined groups or classes, using mathematical techniques such as decision 

trees, linear programming, neural networks, and statistics[11]. 

Among the classification algorithms in data mining are the C4.5 algorithm and Support Vector Machine 

(SVM). The C4.5 algorithm is a decision tree algorithm that works by selecting attributes with the highest 

normalized information gain value. The C4.5 algorithm iteratively constructs branches, forming a tree-like 

structure when visualized[12]. The advantages of the C4.5 algorithm are its ability to classify each value into 

separate branches for categorical attributes, thus facilitating classification. C4.5, being a decision tree 

algorithm, also exhibits high accuracy levels[13]. However, C4.5 is not always optimal and tends to favor 

attributes with higher values.[14]. SVM is one of the data mining techniques that works by categorizing data 

through finding a hyperplane. This hyperplane can separate data with the highest margin[15]. SVM excels in 
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accuracy, efficient time usage, both in generalization, and has low computational burden[16]. On the other 

hand, SVM has a limitation that makes it challenging to handle data with a large scale[17]. 

A recent study in 2021 by Sajja et al compared SVM, KNN, RF, C4.5, and ID3 algorithms and arrived 

at the conclusion that SVM is the most effective method for classifying heart disease[18]. In a study written in 

2022 by Phasinam et al, the comparison of performance among machine learning techniques in predicting 

diseases was discussed. The study concluded that among ID3, C4.5, SVM, and NB, SVM exhibited better 

results and lower error rates[19]. In a research study conducted in 2020 by Yahaya, Oye, and Adamu on the 

analysis of machine learning algorithms in predicting heart disease, it was concluded that among NB, J-48, 

SVM, RF, KNN, LR, MLP, and FCM algorithms, RF and SVM were found to be more accurate and 

recommended as baseline methods for predicting heart disease[20]. A previous study by Mailana, Agus et al. 

in 2021 compared the C4.5 algorithm with SVM for predicting student graduation. The comparison of accuracy 

and precision on a 20% testing data showed that SVM achieved a higher accuracy of 85%, while C4.5 had an 

accuracy of 80%. However, it was noted that C4.5 is better suited for visualization purposes[21]. 

Based on the discussion provided, where no recent research has been found classifying coronary heart disease 

data using C4.5 and SVM, a classification of CHD was conducted by implementing the C4.5 and SVM 

algorithms. Therefore, the research conducted is titled Implementation of C4.5 and Support Vector Machine 

(SVM) Algorithm for Classification of Coronary Heart Disease. 

 

2. MATERIALS AND METHODS 

The material under study in this research is the dataset "Replication Data for: South African Heart 

Disease" obtained from the Harvard Dataverse. The dataset can be accessed through the following link: 

https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/76SIQD. The dataset consists of 

10 attributes, including chd, sbp, tobacco, ldl, adiposity, famhist, typea, obesity, alcohol, and age[22]. This 

study is experimental in nature and follows a specific methodology outlined in Figure 1: 

 

 

Figure 1. Research Methodology 

 

The stages of this research begin with (1) reviewing literature, scientific articles, modules, and other 

relevant sources of information related to the research topic; (2) Data collection obtained from 

https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/76SIQD; (3) Classification using 

the C4.5 and SVM algorithms; (4) Testing accuracy; and (5) Drawing conclusions from the research findings. 

 

2.1 Coronary Heart Disease 

Coronary Heart Disease (CHD) is a term used to describe a chronic condition caused by the narrowing 

of the arteries due to the accumulation of a waxy substance known as plaque. The narrowing of the arteries 

reduces blood flow to the heart muscles and tissues, leading to weakened heart function and the potential for a 

heart attack. The main risk factors for CHD include unhealthy cholesterol levels, diabetes, high blood pressure, 

obesity, smoking, unhealthy lifestyle, age, gender, genetics, and stress[23]. 

 

2.2 Decision Tree 

A decision tree is a data mining technique used to classify objects by dividing the data into multiple sets 

based on input variables, thereby forming a hierarchical tree[22]. 

 

2.3 C4.5 

The C4.5 algorithm is essentially a decision tree. In constructing the decision tree, the C4.5 algorithm 

follows the following steps: 

1. Selecting the root attribute. 

2. Creating branches for each attribute value. 

3. Dividing cases into branches. 

4. Repeating the process until each branch contains all cases with the same class. 
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To determine the root attribute of the decision tree, C4.5 uses entropy, gain, split info, and gain ratio. 

Entropy is a parameter that reflects the level of heterogeneity in the data. The calculation of entropy is 

determined by equation (1). 

 

Entropy (S) =  − ∑ pi log2(pi)
n
i=1                             (1) 

Explanation: 

S  : Set of cases 

n  : Number of classification classes 

pi  : Number of samples proportional to class i 

 

Gain is the difference between the total entropy and the entropy of an attribute, used to measure the 

effectiveness of the attribute in classifying data. Gain is formulated by equation (2). 

 

Gain (S, A) =  − Entropy (S) − ∑
|Si|

|S|
× Entropy(Si)

n
i=1               (2) 

Explanation: 

A  : Attribute 

|Si| : Number of samples in class i 

|S| : Total number of samples in the entire dataset 

 

The value of gain plays a role in determining the attributes that will become nodes or leaves in the decision 

tree[24]. 

 

2.4 Support Vector Machine 

The Support Vector Machine (SVM) classification algorithm is an algorithm that creates decision 

boundaries between two classes, allowing the prediction of labels for one or more attribute vectors. These 

decision boundaries are known as hyperplanes because they are located farthest from the closest data points to 

each other. These closest data points are referred to as support vectors. Given a labeled training set, the SVM 

algorithm can be represented by equation (3). 

 

(x1, y1), … , (xn, yn), xi ∈ Rdand yu ∈ (−1, +1)      (3) 

 

xi is the attribute vector, and yi is the class label. The optimal hyperplane is defined by equation (4). 

 

wxT + b = 0         (4) 

 

w is the weight vector, x is the input attribute vector, and b is the bias. w and b satisfy the inequalities of the 

training set as shown in equations (5) and (6). 

 

wxT + b ≥  +1 = if yi = 1       (5) 

 

wxT + b ≤  −1 = if yi = −1         (6) 

 

The SVM model aims to determine the values of w and b in order to separate the data with a hyperplane and 

maximize the margin 1 / || w ||2. The vectors xi where|yi|(wxi
T + b) = 1 are referred to as support vectors[25]. 

 

3. RESULTS AND ANALYSIS 

3.1 Data Collection 

The data used in this study is the Coronary Heart Disease dataset sourced from the Replication Data for: 

South African Heart Disease available on the Harvard Dataverse website. It consists of 10 attributes, namely 

Class, Sbp, Tobacco, Ldl, Adiposity, Famhist, Typea, Obesity, Alcohol, and Age. The confirmed data in the 

Coronary Heart Disease dataset consists of 463 records. The details of the South African Heart Disease dataset 

are presented in Table 1: 

 

Table 1. South African Heart Disease Dataset 

Class Sbp Tobacco Ldl Adiposity …  Age 

Yes 160 12 5,73 23,11 …  52 

Yes 144 0,01 4,41 28,61 …  63 

No 118 0,08 3,48 32,28 …  46 

Yes 170 7,5 6,41 38,03 …  58 
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Class Sbp Tobacco Ldl Adiposity …  Age 

Yes 134 13,6 3,5 27,78 …  49 

No 132 6,2 6,47 36,21 …  45 

No 142 4,05 3,38 16,2 …  38 

Yes 114 4,08 4,59 14,6 …  58 

no 114 0 3,83 19,4 …  29 

Yes 132 0 5,8 30,96 …  53 

…  …  …  …  …  …  …  

Yes 132 0 4,82 33,41 …  46 

 

3.2 Implementation of C4.5 and SVM Algorithms 

The South African Heart Disease dataset was processed by implementing the C4.5 and SVM algorithms 

to classify individuals with coronary heart disease (CHD). The class attribute in this dataset is "Class," with 

the class "Yes" indicating the presence of CHD (positive) and the class "No" indicating the absence of CHD 

(negative). The implementation of the C4.5 algorithm was evaluated using a confusion matrix, and the results 

are shown in Table 2. 

 

Table 2. Confusion matrix dan akurasi C4.5 

Accuracy: 64.51% 
 True Yes True No Class Precision 

Pred. Yes 6 10 37.50% 

Pred. No 154 292 65.47% 

Class Recall 3.75% 96.69%  

 

The confusion matrix for the implementation of the SVM algorithm shows that there are 6 data points 

correctly predicted as 'Yes' and 292 correctly predicted as 'No'. However, there are 10 incorrect predictions of 

'Yes' and 154 incorrect predictions of 'No'. The performance of the SVM algorithm is evaluated using a 

confusion matrix, which provides detailed information on the classification results. The results are presented 

in Table 3. 

 

Table 3. Confusion matrix and accuracy of SVM 

Accuracy: 64.30% 
 True Yes True No Class Precision 

Pred. Yes 41 46 47.13% 

Pred. No 119 256 68.27% 

Class Recall 25.62% 84.77%  

 

The confusion matrix for the implementation with the SVM algorithm, as shown in Table 3, indicates 

that 41 data were correctly predicted as 'Yes' and 256 were correctly predicted as 'No'. On the other hand, 46 

data were incorrectly predicted as 'Yes' and 149 were incorrectly predicted as 'No'. Based on the 

implementation of each algorithm, the performance of C4.5 and SVM is shown in Table 4 and Figure 2, with 

an accuracy of 64.51% for C4.5 and 64.30% for SVM. 

 

 

Figure 2. Accuracy Comparison of C4.5 and SVM Algorithms 
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The Receiver Operating Characteristic (ROC) graph illustrates the performance comparison between 

the C4.5 and SVM algorithms for the dataset used in this study. It is depicted in Figure 3. 

 

Table 4. Performance Comparison of C4.5 and SVM Algorithms 

No Algorithm Accuracy 
Recall Precision 

True Yes True No True Yes True No 

1 C4.5 64.51% 3.75% 96.69% 37.50% 65.47% 

2 SVM 64.30% 25.62% 84.77% 47.13% 68.27% 

 

 

Figure 3. ROC Curve of C4.5 and SVM Algorithms 

 

In the above Figure 3, it can be observed that the blue line represents C4.5 and the red line represents 

SVM, both of which have values not exceeding 1. This indicates that both C4.5 and SVM algorithms have 

good classification quality. 

  

4. CONCLUSIONS 

The collected Coronary Heart Disease (CHD) data from the Replication Data for: South African Heart 

Disease consists of 463 instances. Classification using the RapidMiner tool implemented the C4.5 and SVM 

algorithms, with C4.5 achieving an accuracy of 64.51% and SVM achieving 64.30%. The results indicate that 

both algorithms yield similar accuracy. However, considering that the implementation of C4.5 and SVM for 

the CHD data from the South African Heart Disease dataset yielded relatively low results, it is suggested that 

future research explore alternative algorithm models for CHD data. 
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