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Abstract 

 
MMR is the number of women who die due to disorders during pregnancy or their treatment (excluding accidents, suicides, 

or incidental cases) during pregnancy, childbirth, and during the puerperium or 42 days after giving birth. This research 

aims to classify pregnancy risk datasets, namely to compare the performance of the NBC, K-NN, and SVM methods on the 

pregnancy risk status dataset and to find out the accuracy comparison of the algorithm results above. From the results of 

the analysis, it was found that of the three algorithms it resulted in a classification of pregnancy risk levels with the highest 

value occurring at a high level. To determine the accuracy of the data, a comparison was made between the three algorithms. 

Based on the confusion matrix namely Accuracy, Precision, and Recall. The results of the comparison can be concluded 

that the KNN algorithm provides the highest accuracy of 77.55%, NBC of 69.39%, and the lowest accuracy by SVM of 

67.35%. These results state that the KNN algorithm classifies pregnancy risk level data better than the other two algorithms. 
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1. INTRODUCTION 

Pregnancy is a very important period for both a woman. In this period, the welfare and health of the 

mother and the fetus in her womb need attention. Maternal Mortality Rate (MMR) is one of several indicators 

that can assess the welfare of the community in an area/region. MMR, which means a woman who dies due to 

complications during pregnancy or its treatment (excluding accidents, suicide, or incidental cases) during 

pregnancy, childbirth, and during the puerperium or 42 days after giving birth [1]. The higher the MMR value 

in a country indicates the lower the health status of women in that country. This can also be one of the causes 

of the decline in the economy of both the family and the country. 

In Indonesia, data from the Ministry of Health shows that there are 6,856 MMR in 2021, where this 

value shows an increase in MMR from the previous 4,197 maternal deaths in 2019. Meanwhile, according to 

WHO (2019), the global maternal mortality rate in 2019 reached 303,000 people. The high MMR can be caused 

by many factors. One of them is the author of Delays in processing cases. This late treatment can be prevented 

by early detection. Risk of harm during pregnancy [2]. 

At the sub-district and district/city levels, there are ways to reduce MMR and IMR involved in Making 

Pregnancy Safer (MPS), namely by providing directions for the management of 24-hour Comprehensive 

Emergency Obstetric Services (PONEK) with the most important steps: increasing early detection, pregnancy 

management high risk (staying) and strengthening city/regional level Program leadership skills in planning, 

performance management, monitoring and evaluation Admission of MMR and IMR [3]. 

In previous research, optimizing the data mining algorithm at the level of pregnancy risk, the accuracy 

of C4.5 is better than Naïve Bayes and the performance value of C4.5 increases with the addition of Particle 

Swarm Optimization (PSO) [1]. Furthermore, by using the M-KNN method in the risk classification of the 
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pregnancy level, the results of the test accuracy were 85% which stated that the Modified K-Nearest Neighbor 

(MKNN) method was suitable for use in studies of disease risk levels of pregnant women. 

The classification method applied is the SVM, K-NN, and NBC methods. This study aims to prove the 

best accuracy results in data mining classification on the risk level of pregnancy from the three algorithms. A 

previous study compared 7 Machine Learning Algorithms, namely the Logistic Regression algorithm, Decision 

Tree, MLPClassifier, SVM, Random Forest, Naive Bayes, and KKN for the Classification of Fetal Heart Rate 

with fetal heart rate. This research produces an accuracy value of 94% [4]. 

Other research in analyzing mathematics students' performance also uses seven methods, namely K-

nearest neighbor, classification and regression trees, naïve Bayes, AdaBoost, extra tree, Bernoulli naïve Bayes, 

and random forest. The results obtained from the results of this study are the Random Forest G algorithm which 

is the algorithm with the best classification results of 89.79% [5]. Based on the above background, this research 

will be conducted to classify pregnancy risk datasets, namely to compare the performance of the NBC, K-NN, 

and SVM methods on the pregnancy risk status dataset and find out the accurate comparison of the algorithm 

results above. 

 

2. MATERIALS AND METHODS 

The data used in this study comes from UCI Machine Learning in the form of a pregnancy risk level 

dataset. 

 

 

Figure 1.Research Methodology 

 

2.1 Data collection 

The data used in this study is a type of Maternal Risk Level classification data sourced from the UCI 

Machine Learning Repository website. Where the attributes in this data are indicators of pregnancy risk, 

namely Age, SystolicBP, DiastolisBP, blood glucose (BS), heart rate, and Risk Level. 
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Table 1. Data Attributes 

Data Attributes Information 

Age A person's age, namely the number of years since a person was born 

Systolic Blood Pressure The pressure of blood in the arteries when the heart is contracting and 

pumping blood into the bloodstream 

Diastolic Blood Pressure The pressure of blood in the arteries when the heart is resting between beats 

Blood Glucose The level of glucose (sugar) in a person's blood 

Heart Rate Number of heartbeats in one minute 

Risk Level The level of possibility of a person experiencing certain health problems is 

based on the factors above. 

 

Analysis carried out based on reviewing a set of data so that it can be understood and useful which aims 

to find unpredictable relationships and summarize data in various ways that are different from before is one of 

the definitions of Data Mining[6]. Is a scientific field that utilizes techniques from machine learning, pattern 

recognition, statistics, databases, and visualization to be able to solve existing problems in the process of 

retrieving information from large databases[7]. 

 

2.2 Preprocessing Data 

After collecting data, we need to prepare the data neatly before conducting analysis using machine 

learning models. There is a data preparation process that must be carried out to clean and modify the data so 

that it is more suitable for model training. This is called Data Preprocessing. This stage is cleaning missing 

value data, which removes data that is not used in calculations and is normalized[8]. This preprocessing is also 

the stage where the data is filled with empty data, duplicating data, checking data inconsistencies, cleaning 

data, and correcting errors in the data[9]. In this study, we use data that has been neat, so cleaning is not 

necessary. The transformation is to make all parts of the data attribute numeric (integer). The following table 

is before and after the transformation. 

 

Table 2. Pregnancy Risk Level Dataset 

Age 
Systolic 

BP 

Diastolic 

BP 
BS 

Body 

Temp 

Heart 

Rate 

Risk 

Levels 

25 130 80 15 98 86 high risk 

35 140 90 13 98 70 high risk 

29 90 70 8 100 80 high risk 

30 140 85 7 98 70 high risk 

35 120 60 06.01 98 76 low risk 

23 140 80 07.01 98 70 high risk 

… … … … … … … 

16 120 75 07.09 98 7 low risk 

 

Table 3. Dataset After Transformation 

Age 
Systolic 

BP 

Diastolic 

BP 
BS 

Body 

Temp 

Heart 

Rate 

Risk 

Levels 

25 130 80 15 98 86 3 

35 140 90 13 98 70 3 

29 90 70 8 100 80 3 

30 140 85 7 98 70 3 

35 120 60 06.01 98 76 1 

23 140 80 07.01 98 70 3 

… … … … … … … 

16 120 75 07.09 98 7 1 

 

It can be seen in Table 3. The changes that occur in this transformation are the risk level attribute to be 

in the form of a numeric (integer) where this attribute is a label or target class in this classification. Where high 

risk = 3, mid risk = 2, and low risk = 1. Then select the features or data attributes to be used. Here we use all 

the attributes that support the classification of the target class, namely Age, Systolic Blood Pressure, Diastolic 

Blood Pressure, Blood Glucose, body temp, and heart rate. The amount of data used is 500 data. 

 

2.3 Classification 

The process of finding patterns (or functions) that describe and separate data classes or concepts to 

predict classes of objects with unknown class identifiers[10]. The classification algorithms that are widely 

used, namely Decision/classification trees, Bayesian classifiers/ Naïve Bayes classifiers, Neural networks, 
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Statistical Analysis, Genetic Algorithms, Rough sets, k-nearest neighbors, Rule-Based Methods, Memory 

based reasoning, and Support Vector Machines (SVM) [11]. 

 

2.4 Support Vector Machine (SVM) 

Based on statistical learning theory, Support Vector Machine (SVM) is presented by Vapnik[12]. SVM 

is one of the algorithms that is often used for data classification analysis. The SVM method is based on the VC 

dimension of statistical learning and structural risk minimization (SRM) principles[13]. Classification of data 

in SVM is to get the optimal hyperplane separator between positive and negative[14]. For document 

classification, classifier selection is another major issue after dimension reduction. Found in statistical learning 

theory, the Support Vector Machine (SVM) classifier has attracted much attention because of its good 

performance in practical applications and its strong theoretical foundation[7]. The weakness of this model lies 

in the calculation process which is relatively long compared to other classification methods[15]. The SVM 

method divides the dataset into two classes. The first class separated by a hyperplane has a value of 1, while 

the class has a value of -1. The following is the equation of the SVM model. 

 

Xi.W + b ≥ 1 for Yi = 1 

Xi.W + b ≤ 1 for Yi = - 1 
 (1) 

 

Information: 

Xi : data to -i 

W : weight value support Vector perpendicular to the hyperplane 

b  : biased value 

Yi : data class to -i 

 

2.5. K-Nearest Neighbor (KNN) 

K-Nearest Neighbor is a classification algorithm that is often used in data classification. The working 

principle of the K-nearest neighbor (KNN) is to find the shortest distance between the data to be evaluated and 

the K-nearest neighbor of the training data. K is a positive integer that is determined before running the 

algorithm[16]. This model works classically to predict outcomes using a decrease in the value of k[17],[18]. 

Some researchers often use the Euclidean distance to calculate the distance between objects. The advantages 

possessed by KNN are data robustness and the effect on large amounts of training data and its performance is 

quite good. It's just that the computation time has passed very long if the training data is big and good sensitive 

to redundant or related features[19]. The equation of the KNN is as follows. 

 

 

dEuclidian =  √∑ (xi2 − xi1)2
n

i=1
 (2) 

Information: 

deEuclidian: Distance 

xi1 : Sample Data 

xi2 : Test Data 

n  : Number of Attributes 

 

2.6. Naïve Bayes Classifier (NBC) 

NBC is one of the most widely used algorithms for making the most accurate predictions based on data 

collection because it is relatively easy to perform, understand, and very accurate.[16].Naïve Bayes has high 

speed and accuracy when applied to data owners with large enough data[20]. At the time of classification, the 

algorithm will look for the highest probability of all document categories tested[21]. The first step of the 

classifier is to calculate the average and standard deviation of the training data features of each class[22]. 

The NBC equation 3. 

 

 P (Ci|X) =
P(X|Ci)P(Ci)

P(X)
 (3) 

 

Information: 

X  : Criteria for a case based on input 

ci  : The i-th pattern solution class, where i is the number of class labels 

P(Ci|X) : Probability of appearance of class label Ci with the input criterion X 

P(X|Ci)  : Probability of input criteria X with class label Ci 

P(Ci)  : Class label probability Ci 
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2.7. Confusion Matrix 

Confusion matrix is an evaluation method used to determine performance classification based on right 

and wrong. The confusion matrix has accuracy, precision, and recall. This formula performs calculations with 

four outputs, namely: recall, precision, accuracy, and error rate. The evaluation of the classification model is 

based on evaluating the correctness and falsity of the items in the test[23]. The confusion matrix has four 

important values, namely true positive (TP) and true negative (TN) which means the model gives correct 

prediction results, false positive (FP), and false negative (FN) which means the model gives wrong prediction 

results.[4]. The following is a diagram of the Confusion Matrix of figure 2. 

 

 

Figure 2.Confusion Matrix Diagrams 

 

3. RESULTS AND ANALYSIS 

Comparisons can be seen by comparing the highest Accuracy, Recall, and Precision among the three 

algorithm models tested. 

 

3.1. Support Vector Machine (SVM) 

In this study, the classification process was carried out using the Support Vector Machine (SVM) 

algorithm model. 

 

Table 4. The result from Performance Model SVM 

 

From the analysis results table above, it shows the resulting SVM performance, namely the highest level 

of pregnancy risk occurs at a high level (high level) with a precision of 90.91%, then 90.91% of all positive 

predictions are correct, the remaining 9.09% are false positives. This model is also able to detect correctly with 

a recall result of 66.67% and the rest are said to be false negatives. The classification carried out by the model 

can be said to be quite good with an accuracy of 67.35%. 

 

3.2. K-Nearest Neighbor (KNN) 

The next classification process is carried out using the KNN algorithm. The following is one of the test 

results of the KNN algorithm. 

 

Table 5. Result from KNN Performance Model 

 True High Risk True Low Risk True Mid Risk Class Precision 

Pred. high risk 12 0 1 92.31% 

Pred. low risk 1 17 2 85.00% 

Pred. mid risk 2 5 9 56.25% 

Class recall 80.00% 77.27% 75.00%  

  

 From the results of testing using the K-NN model above, it was found that the risk level of pregnancy 

with the highest value occurred at a high level, with a precision of 92.31%, which means that 92.31% of all 

predictions of this positive model were correct at 7.69% and the rest are false positives. This model is also able 

to correctly detect all positive examples from the dataset with a recall obtained of 80.00% and the remaining 

 True High Risk True Low Risk True Mid Risk Class Precision 

Pred. high risk 10 0 1 90.91% 

Pred. low risk 1 20 8 68.87% 

Pred. mid risk 4 2 3 33.33% 

Class recall 66.67% 90.91% 25.00%  
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20.00% are said to be false negatives. The accuracy performance of the model is 77.55%. It can be said that 

the model is able to classify well. 

 

3.3. Naïve Bayes Classifier (NBC) 

 After conducting two tests using the SVM and KNN models, the researcher conducted a third 

classification using the NBC model. 

Table 6. Results from Performance Models NBC 

 True High Risk True Low Risk True Mid Risk Class Precision 

Pred. high risk 10 0 1 90.91% 

Pred. low risk 1 19 6 73.08% 

Pred. mid risk 4 3 5 41.67% 

Class recall 66.67% 86.36% 41.67%  

  

 From the results of this third test, using the NBC model, it was found that the highest level of pregnancy 

risk occurs at a high level with a precision of 90.91%.then all positive predictions from this model are correct, 

while the remaining 9.09% are false positives. While the Recall generated was 66.67%, so this model was able 

to identify 66.67% of all positive examples in the dataset, while the remaining 33.33% were false negatives. 

And the truth of the classification results is said to be quite good with the accuracy obtained from the model 

testing of 69.39%. 

  

3.5 Comparison of SVM, KNN and NBC Algorithms 

 What the algorithm needs to give the best value are standards and test equipment. The comparison of 

the 3 algorithms must be of the same standard to find out the best algorithm for comparison. This step tries to 

calculate the accuracy, memory, and precision values of the three algorithms[24]. A comparison of the Data 

Mining algorithm using the classification method between Support Vector Machine (SVM), K-Nearest 

Neighbor (KNN), and Naïve Bayes Classifier (NBC) is shown in Figure 2. As follows. 

 

 

Figure 3. Bar Chart Comparison of SVM, KNN and NBC 

 

 The final results of the three classification algorithms show SVM with a precision of 90.91% and a 

recall of 66.67%. The accuracy of this model analysis is 67.35%. KNN with 92.31% precision and 80.00% 

recall. The performance accuracy of the model is 77.55%. And NBC with 90.91% precision and 66.67% recall. 

The accuracy of testing this model is 69.39%. There is a significant difference in accuracy for the three 

algorithms. From this comparison, the KNN algorithm has better accuracy than the other two algorithms. 

Several previous comparative studies of the KNN and NBC algorithms also produced KNN as the algorithm 

with the best accuracy compared to NBC with different types of datasets[25]. In previous research, namely a 

comparison of fingerprinting techniques. In the F-NBC dimension, 0.8627 is the harmonic mean, significantly 

superior to SVM (0.8085) and k-NN (0.6923). This is due to NBC's higher recovery rate (returns a higher 

number of correct location estimates as a fraction of all correct location estimates that must be returned) than 

SVM and k-NN[26]. 
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4. CONCLUSIONS 

From the results of the analysis that has been carried out, it is found that of the three algorithms, it 

produces a classification of pregnancy risk levels with the highest value occurring at a high level. To find out 

the accuracy of the data, researchers compared the three algorithms. Based on the confusion matrix namely 

Accuracy, Precision, and Recall, the first test using the SVM algorithm produced an accuracy of 67.35%, 

accuracy on KNN was 77.55% and NBC accuracy was 69.39%. It can be concluded from the results of the 

analysis that the KNN algorithm provides the highest accuracy of 77.55% and the lowest accuracy by SVM of 

67.35%. These results state that the KNN algorithm classifies pregnancy risk level data better than the other 

two algorithms. 
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