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Abstract 

 
The use of non-renewable energy sources causes a reduction in fossil fuel resources, and greenhouse gas emissions. Based 

on the 2020 Climate Transparency Report, G20 member countries are trying to minimize gas emissions according to the 

target of the Nationally Determined Contribution (NDC), that the transportation sector contributes 27% of air pollution. 

The solution to reduce greenhouse gas emissions is to start using electric cars. The change from conventional transportation 

to electric transportation is expected to reduce carbon emissions and dependency on fossil fuels. However, the transition 

from conventional transportation to electric transportation raises pros and cons for the people of Indonesia. Social media 

Twitter is a forum for sharing opinions. Twitter users can express opinions on a matter. This study uses the sentiment 

analysis method to determine public opinion on the use of electric cars in Indonesia. Sentiment classification was performed 

using the NBC and SVM Algorithms. The results of this study indicate the use of two different algorithms, namely the 

Naive Bayes Classifier and SVM with the highest accuracy in Naive Bayes with k = 2 and k = 9 is 88%, while the highest 

accuracy in SVM with k = 9 and k = 10 is 90%. Thus, SVM has better capabilities than Naive Bayes in this study. 
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1. INTRODUCTION 

Non-renewable energy sources are shrinking very fast, this inspires researchers to search for various 

renewable energy sources with strategic planned control to replace non-renewable energy sources [1]. 

Frequently discussed topics relate to the global energy deficit, contaminated ecology, and increasing 

temperatures around the world. Another issue of concern today is the depletion of fossil fuel resources, and 

greenhouse gas emissions [2]. Greenhouse gases are the largest contributor to global warming caused by human 

activities [3]. One example is the use of fossil fuels (gasoline) in the field of transportation, both private and 

public vehicles [4]. According to Climate Transparency Report 2020 that the transportation sector contributes 

27% of air pollution, G20 member countries seek to minimize gas emissions in accordance with the target of 

the Nationally Determined Contribution (NDC) [3]. A solution that can be done to reduce greenhouse gas 

emissions by starting the use of electric vehicles [2]. Indonesia's participation in efforts to reduce greenhouse 

gas emissions and world climate change is a commitment of the country's government. Presidential Regulation 

No. 55 of 2019 is a regulation on the use of electric vehicles as road transportation powered by batteries [3]. 

One of the most popular electric vehicles is the electric car. Electric cars are motorized vehicles that are 

environmentally friendly because they are powered by batteries and are able to reduce air pollution [5]. By 

changing conventional transportation to electric transportation, it is expected to reduce carbon emissions and 

dependence on fossil fuels [1]. 

However, the transition from conventional transportation to electric transportation has created pros and 

cons for the people of Indonesia. People can express their opinions in various ways, one of which is through 

social media. Social media has become a space to express oneself, give opinions and share ideas on various 

topics [6]–[9]. Among the various social media platforms, Twitter has experienced widespread deployment 

with large user adoption and rapid growth in communication volume [10]. This social media has a total of 7.2 

million users spread across of Indonesia [11]. Twitter users can share and read short messages of no more than 
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140 characters known as 'Tweets', to provide perspective, express themselves and convey opinions on a matter 

[9], [12]. Opinions expressed on a discussion can be in favor of or against something. The opinions of twitter 

users are mainly used to determine whether the opinions are positive or negative using sentiment analysis. 

Sentiment analysis is the process of analyzing opinion data or views in the form of text to produce a conclusion 

based on these opinions [13]–[18]. Sentiment analysis will usually classify twitter messages into 3 classes, 

namely positive, negative and neutral [9], [19]. This analysis process requires a technology known as machine 

learning to classify the sentiment of twitter users. With the help of classification algorithms, sentiment analysis 

can be more easily completed. 

Classification algorithms that are always used for sentiment analysis are Naïve Bayes Classifier and 

Support Vector Machine (SVM). Based on research by Riyadi et al (2020) on the Sentiment of Indonesian 

Residents towards electric vehicles, the Naïve Bayes algorithm is superior to Decision Tree and KKN with 

94% accuracy [3]. The same research was also done by Kristiyanti et al (2018) who conducted research on the 

topic of comparing the Naïve Bayes and SVM algorithms for sentiment analysis of candidates for governor of 

West Java, the results of this study Naïve Bayes algorithm obtained 94% accuracy as the best accuracy [20]. 

Other research was also conducted by Aldisa and Maulana (2022) with the topic of comparing the Naïve Bayes, 

Decision Tree and SVM algorithms for analyzing the sentiment of the Indonesian people towards the Covid-

19 booster vaccination, the results of the Naïve Bayes algorithm were superior to the Decision Tree and SVM 

algorithms with 83.81% accuracy [21].  The latest research was conducted by Undamayanti et al (2022) with 

the topic of applying the Naïve Bayes algorithm with Particle Swarm Optimization optimizer for analyzing 

student sentiment towards the MBKM program, the results of the Naïve Bayes algorithm modeling PSO 

optimization obtained an accuracy of 71. 96% [22]. And the latest research conducted by Santoso et al (2022) 

related to sentiment analysis of electric cars using the SVM algorithm with PSO optimization, obtained the 

accuracy of the PSO optimization SVM algorithm of 86.07% [5]. 

Referring to prior research, it is known that SVM and Naïve Bayes have good abilities in solving the 

problem of twitter user sentiment classification. Therefore, this research is an experiment to conduct a 

comparison between SVM and Naïve Bayes to find out the opinions of twitter users on the use of electric cars 

in Indonesia, whether they tend to be neutral, positive or negative. 

 

2. MATERIALS AND METHODS 

This research analyzes tweets with the keyword electric car. The stages carried out from collecting 

Twitter data, then performing several preprocessing stages to produce data that can be used in the next process. 

The research stages can be seen in Figure 1. 

 

2.1 Sentiment Analysis 

Sentiment analysis is one of the research branches of text mining that refers to the broad field of natural 

language processing and linguistic computing [23]. The focus of sentiment analysis is to analyze the opinions, 

comments and emotions of a person on a particular topic, product or service written in a reading document 

[18]. The basic task in sentiment analysis is to categorize readings according to polarity as positive, negative 

or neutral sentiment [24]. Sentiment analysis can also be used to analyze the emotional feelings expressed in 

reading documents whether disappointed, happy or angry [23]. In the business world, sentiment analysis is 

used to apply the analysis of consumer comments on a product or service owned by a company or organization, 

the results of the analysis then become one of the bases for decision making [18], [25]. 

 

2.2 Naive Bayes Classifiers 

Bayes' theorem is the basis of the Naïve Bayes algorithm and has the function of finding the probability 

of each class to accurately predict the data [26]. This algorithm is widely used in solving high-dimensional data 

classification problems such as text because it has good accuracy and has been tested with a number of other 

classification algorithms [21]. The equation of Bayes' theorem is shown in equation 1. 

 

P(C|X) =  
P(C|X).P(C)

P(X)
       (1) 

Description:  

𝑋  : Data with unknown class  

𝐶  : Hypothesized data 𝑋 is a specific class  

𝑃(𝐶|𝑋) : Probability of hypothesis 𝐶 based on condition 𝑋 (posterior probability)  

𝑃(𝐶) : Probability of hypothesis 𝐶 (prior probability)  

𝑃(𝑋|𝐶) : Probability of X based on the condition in hypothesis 𝐶 (likelihood)  

𝑃(𝑋) : Probability of 𝑋 (predictor prior probability) 
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Image 1. Research Methodology 

2.3 Support Vector Machine (SVM) 

SVM is a supervised learning method which performs pattern recognition and data analysis. 

Classification and regression analysis problems can be solved using this algorithm [27]. In addition, SVM is 

known to have a good ability to solve sentiment analysis problems, because it has advantages in determining 

distance, namely the computational process becomes faster [5], [19]. The equation in SVM is shown in equation 

2 or 3. 

 

f(x) = w. x + b                 (2) 

 

or 

 

f(x) = ∑ aiyiK(x, xi) + b m
i=1           (3) 

 

Description:  

𝑤  : the hyperplane parameter sought (the perpendicular line between the hyperplane line and  

  the support vector point)  

𝑥  : Support Vector Machine  input data points  

𝑎𝑖  : weight value of each data point  

𝐾(𝑥, 𝑥𝑖 ) : kernel function  

𝑏  : hyperplane parameter to be searched (bias value) 

 

In making decisions, SVM uses a kernel function K(xi, xd) [28][30]. In this research, sentiment 

classification uses the Radial Basis Function kernel equation shown in equation 4. 
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K(xi, x) = exp(−γ|xi −  x|2) , γ > 0     (4) 

 

2.4 Term Frequency-Inverse Document Frequency (TF-IDF) Weighting 

TF-IDF is a stage of  feature extraction process, which is giving weight to each word contained in a 

tweet that has previously been preprocessed [29]. Giving weight with TF-IDF aims to analyze how important 

a word represents a sentence [28]. This weighting is done based on the frequency of occurrence of words in a 

document [29], and can be found based on equation 5. 

 

TF − IDF (d, t) = TD(d, t) ∗ IDF (t)     (5) 

 

where: 

TF (d, t) =  
number of t words in document d

total words in document d
  (6) 

IDF(t) =  
total documents

number of documents containing word t
 (7) 

 

and: 

t  : word 

d  : document 

 

3. RESULTS AND ANALYSIS 

3.1 Data Collection 

The initial stage in this research is collecting data. The data used as the object of research are Indonesian 

tweets with the keyword 'electric car', which have previously been collected by the crawling method using the 

Twitter API. The data collected amounted to 1000 data during the 3rd week of December 2022.  The scrapped 

data has three attributes, namely datetime, username and content. In this study only needs one attribute, namely 

content, which contains Twitter user comments on the use of electric cars in Indonesia. The data collected is 

shown in Table 1. 

 

Table 1. Crawling Result Data 

No Content 

1 Oo jadi desain mobil listrik yg kubilang bentuknya mirip alien itu disebut sebagai desain futuristik 

2 @Rofialimajid wkwkwkwk kalo mau serba listrik kaya mobil listrik atau kompor listrik mah minimal banget 

nih ya jangan ada mati lampu lagi wkwk nyusahin rakyat aja 

3 Wii hebat nab Ayo menabung biar bisa beli mobil listrik wkwk https://t.co/9PqMV1yHbV 

... ... 

1000 Ya strategi transportasi ramah lingkungannya kan mobil listrik lol 

 

The next stage is preprocessing which consists of cleaning and labeling to determine the sentiment of 

each data. In the cleaning process, meaningless parts of the data such as URL addresses, hashtags, usernames, 

emojis and special characters will be removed. Similarly, the duplication of data, so that the data that initially 

amounted to 1000 data only left 680 data. Labeling is done automatically using the TextBlob library, the results 

of the sentiment are shown in Table 2.  

 

Table 2. Sentiment Identification Results 

No Content Sentiment 

1 Oo jadi desain mobil listrik yg kubilang bentuknya mirip alien itu disebut sebagai desain futuristik Negative 

2 
wkwkwkwk kalo mau serba listrik kaya mobil listrik atau kompor listrik mah minimal banget nih 

ya jangan ada mati lampu lagi wkwk nyusahin rakyat aja 
Negative 

3 Wii hebat nab Ayo menabung biar bisa beli mobil listrik wkwk Neutral 

... ... ... 

4 Ya strategi transportasi ramah lingkungannya kan mobil listrik lol Positive 

 

Based on Table 3, the TextBlob library successfully identifies and classifies data into three sentiment 

groups, namely positive, neutral and negative. The percentage of each sentiment is shown in Figure 2. 
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Image 2. Sentiment Percentage 

3.2 Process Document 

The first stage of preprocessing produces clean data that is already labeled. Furthermore, the data is 

used in the advanced preprocessing stage or proces document which consists of case folding, tokenization, 

stopword removal, stemming and weight calculation using TF-IDF. Case folding is the initial stage of the 

document processing which aims to change each word or text into a uniform form, namely lowercase. The next 

process is tokenization which aims to break a sentence into tokens based on its constituent syllables. 

Tokenization will produce a new data dictionary that is not related to the research topic. For that, it is necessary 

to do filtering utilizing stopword removal to clean up irrelevant words.  

The next stage is stemming to return the word to its original form or base word by removing prefixes 

and affixes. Based on the stemming results, the next step is to calculate the word weight using TF-IDF. 

Weighting is done based on the frequency of occurrence of words in each document. This process aims to 

analyze the words that appear most often in conversations around the keyword 'electric car'. The results of the 

calculation of word weights using TF-IDF are shown in Table 3. 

 

Table 3. TF-IDF Weight Calculation 

No.  Battery Energy ... Vehicle Electricity Motor Friendly ... Subsidies 

1 0 0 ... 0 1 0 0 ... 0 

2 0 0 ... 0 0.306 0 0 ... 0 

3 0 0 ... 0 0.090 0 0 ... 0 

... ... ... ... ... ... ... ... ... ... 

680 0 0 .... 0 0 0 0 ... 0 

 

Based on the results of calculating the weights of each word using TF-IDF, a word cloud visualization 

is then performed to find the words that appear most often in conversations related to 'electric cars'. The 

wordcloud visualization is shown in Figure 3. 

 

 

Image 3. Electric Car Wordcloud 
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Based on the word cloud visualization in Figure 3, it is known that words such as motorcycle, vehicle, 

wuling, environment, subsidy, esemka and others, have a high frequency of occurrence and contribute to the 

conversation around the keyword 'electric car'. 

 

3.3 Naive Bayes Classifier and Support Vector Machine (SVM) Classification 

Based on the sentiment analysis results shown in Figure 2, of the 680 Indonesian tweet data that has 

previously been preprocessed and documents processing, there are 139 data that express positive sentiments, 

485 data express neutral sentiments, and 59 data express negative sentiments. The results of this analysis need 

to be re-evaluated to see the accuracy of sentiment classification. Therefore, it is necessary to calculate 

accuracy.  

In this research, the evaluation of sentiment analysis results is carried out using two different algorithms, 

namely Naive Bayes Classifier and Support Vector Machine. These two algorithms were chosen based on 

certain considerations that refer to previous research on similar topics. The accuracy of an algorithm is 

influenced by several things, one of which is data sharing [23]. In this study, the data division technique used 

is K-Fold Cross Validation with a value of k = 10. The results of the accuracy test on the Naive Bayes and 

SVM algorithms are shown in Figure 4. 

 

 

Figure 4. Accuracy value 

 

Evaluation of sentiment analysis results using k = 10 data division in the Naive Bayes and SVM 

algorithms produces different accuracy values, as shown in Figure 4. In the Naive Bayes algorithm, the highest 

accuracy is at the value of k = 2, and k = 9, which is 88%. While in the SVM algorithm, the highest accuracy 

value is at the value of k = 9, and k = 10, which is 90%. At the value of k = 2, both algorithms have the same 

accuracy value, which is 88%. Based on these accuracy results, it can be concluded that both algorithms have 

a good ability to solve problems related to sentiment analysis of electric cars. This assumption is reinforced by 

the highest accuracy difference between Naive Bayes and SVM of only 2%. 

In the next evaluation, evaluation is done based on the calculation of precision, recall and F1-score 

values in both algorithms. The calculation results on Naive Bayes are shown in Table 4. 

 

Table 4. Precision, Recall, F1-score NBC results 

Experiment Precision Recall F1-score 

K1 60.42% 31.71% 29.21% 

K2 96.15% 33.33% 31.29% 

K3 59.18% 32.48% 28.79% 

K4 42.75% 39.29% 27.78% 

K5 66.67% 41.18% 12.70% 

K6 59.18% 31.67% 28.46% 

K7 57.45% 29.82% 26.67% 

K8 85.62% 33.33% 24.17% 

K9 63.33% 32.61% 31.25% 

K10 46.74% 44.79% 45.74% 
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Based on the results of the precision calculation, the best value in the Naive Bayes algorithm is obtained 

in the k=2 value experiment, which is 96.15%, while the best recall calculation is the k=10 value, which is 

44.79%, and the best F1-score experiment at k=10 value, which is 45.74%. Conversely, in the SVM algorithm, 

the results of the calculation of precision, recall and F1-score values are shown in Table 5.  

 

Table 5. SVM Precision, Recall, F1-score Results 

Experiment Precision Recall F1-score 

K1 76.92% 76.92% 76.92% 

K2 88.46% 88.46% 88.46% 

K3 76.47% 76.47% 76.47% 

K4 39.22% 39.22% 39.22% 

K5 17.65% 17.65% 17.65% 

K6 74.51% 74.51% 74.51% 

K7 68.63% 68.63% 68.63% 

K8 58.82% 58.82% 58.82% 

K9 90.20% 90.20% 90.20% 

K10 90.20% 90.20% 90.20% 

 

In the SVM algorithm, the highest precision, recall and F1-score values are obtained in the k=9 value 

experiment, and the k=10 value is 90.20%. While the lowest value is obtained in the k = 5 value experiment, 

which is 17.65%.  

  

4. CONCLUSIONS 

Based on the results of the research that has been conducted, several findings are obtained. The first 

finding states that the sentiment of Twitter users towards the use of electric cars in Indonesia tends to be neutral 

during the 3rd week of December 2022. Of the 1000 data collected, the remaining 680 data can be used in the 

calculation. Of the 680 data, 20% or 139 data expressed positive sentiment, 71% or 485 data expressed neutral 

sentiment, and 9% or 59 data expressed negative sentiment. The results of this sentiment analysis are then re-

evaluated using two different algorithms, namely Naive Bayes Classifier and SVM. The highest accuracy in 

Naive Bayes is 88%, while the highest accuracy in SVM is 90%. Thus, SVM has a better ability than Naive 

Bayes in this study. Furthermore, based on the calculation of word weights using TF-IDF, we managed to get 

the second finding which is the frequency of words that appear most often in the conversation around the 

keyword 'electric car'. Based on the weighting, it is known that words such as motorcycle, vehicle, wuling, 

environment, emission, subsidy, and esemka are words with a high frequency of occurrence. 
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