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Abstract 

 
Heart failure is a life-threatening disease and its management should be considered a global public health priority. The use 

of data mining in data processing operations to identify existing patterns and identify the information stored in them. In 

this study, researchers classify using two algorithms for comparison of algorithms, namely Random Forest (RF) and 

Support Vector Machine (SVM). The purpose of this study is to find patterns in finding the best accuracy for the 2 

algorithms. The results of this study obtained an accuracy of 81.51%. with a Hold Out of 60 : 40% on the SVM algorithm, 

while an accuracy of 83.33 % with a Hold Out of 9 0 : 1 0% on the R F algorithm . From these results it can be seen that 

the highest accuracy value is obtained at RF making the best algorithm compared to the SVM algorithm. 
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1. INTRODUCTION 

The heart is the first organ to form in the body child and is located in the mother's womb . The fetal 

heart begins to beat for the first time in the sixth week of pregnancy, and other organs are built around the heart 

and blood vessels in the fetus's body. The heart beats harder and faster in situations that require a lot of effort, 

such as running, climbing or sports such as soccer. In other words, the heart is the source of life and vitality 

for humans and living beings, and perhaps because of that it is believed that the soul is kept in the heart [1]. 

Heart failure is a life-threatening disease and its management should be considered a global public 

health priority. Currently around 26 million people in the world suffer from this disease. The outlook for such 

patients is poor, with survival rates worse than those of colon, breast or prostate cancer [2]. Currently, the 

number of heart failure patients continues to increase due to population growth and aging [3]. 

By using data mining techniques can detect disease in the first stage. Mining data technique is the 

method of approach. It is used to examine large amounts of information [4]. Previous research was conducted 

by Farzana Taznim and SU Habiba (2021) [5] using RF and PCA models which produced the best accuracy of 

92.85% compared to other algorithms. This model can predict the probability of coronary heart disease. Then, 

a study by Ritaban Mitra and T. Rajendran (2022) resulted in an average accuracy of 94.61% Random Forest 

(RF) and 93.91% in the Support Vector Machine (SVM) algorithm. The Random Forest algorithm is able to 

predict stroke efficiently, because it has the best accuracy [6].  

Support Vector Machine (SVM) has been instrumental in many new issues in various fields. Recently, 

SVM has become the most popular tool for data classification and data mining problems [7]. SVM is one of 

the most powerful machine learning algorithms that has been widely used in pattern recognition since the early 

1990's  [8]. SVM is a set of supervised learning methods that can applied to classification and regression 

problems [9]. RF is a powerful machine learning classifier that relatively unknown in remote sensing of the 

earth and has not been thoroughly evaluated against traditional pattern recognition techniques by the remote 

sensing community [10]. SVM offers many unique advantages for solving small, nonlinear, and high-

dimensional pattern recognition problems [11]. While RF has several advantages compared to other 

classification methods. Can use continuous and categorical data sets, easy to parameterize, sensitive to 
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overfitting , handles outliers in training data well, and calculates supporting information such as 

misclassification and variables [12]. 

In this study the authors classify using two algorithms for comparison of algorithms namely RF and 

SVM. By using these two algorithms, researchers will make comparisons between these methods to determine 

the best algorithm to be used on the data. The data set used is taken from the Kaggle page published in 2021. 

Classification methods that have been carried out and reviewed in various previous literature, namely the RF 

and SVM classification methods, give good and satisfactory results. Based on this, this study applies the RF 

and SVM algorithms to look for patterns to find the best accuracy of the two algorithms in classifying heart 

failure data. 

 

2. MATERIALS AND METHODS 

The flow of this research can be seen in Figure 1. At the data collection stage, the dataset used was the 

Heart Failure Clinical Records data taken from the Kaggle page which was published in 2021. Then the data 

preprocessing stage was carried out using data normalization . with minmax technique . After that the dataset 

will be divided according to the training data and test data using the Hold Out technique of 90:10%, 80:20%, 

70:30% and 60:40%. Furthermore, the classification is carried out with the SVM and RF algorithms. Then the 

analysis results obtained can be seen in Figure 1. 
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Figure 1. Research Methodology 

 

2.1 Fail Heart 

A condition when the heart is unable to pump blood based on the needs of the tissues is called heart 

failure [13]. In addition, heart failure is also one of the clinical health problems associated with death, 

morbidity, mortality, and health costs. In some European countries almost 2% direct cost of heart failure from 

the total health budget [14]. 

 

2.2 Normalization  

Data normalization is one of the techniques at the preprocessing stage so that data can be mapped in the 

range 0 and 1. There are several data normalization methods, namely, min-max, Z-score, and feature scaling. 

In this study, the normalization method used is min-max normalization. Min-max normalization is used to 

solve the problem of values between features that are too far apart. So the formula for normalizing the data is 

as follows [15]. 

 

N′ =
N−min(n)

max(n)−min⁡(n)
      (1) 
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2.3 Hold Out 

In share training data (training) and test data (testing ) can done with validation holdout that is , the data 

is divided into two parts with proportions that have determined by the researcher . After valuable data is 

obtained namely training data and test data, researchers will train a classification model with training data and 

testing it with test data. The data sharing technique known as hold out ie division of the dataset into two data 

based on comparison certain. On research This determine value of 70% for training data and 30% for test data 

[16]. 

 

2.4 Classification 

Classification is a process of grouping the same objects/units and separating different objects/units from 

one another. The process of grouping data, namely the output parameters of feature extraction, based on the 

similarity of data features. Classification is also a process that groups data together with other data that has 

similarities in a characteristic [17]. 

The classification algorithm uses the training data to create a model. The created model is then used to 

predict new unknown data class tags. However, the principle of each algorithm is the same, namely conducting 

training in such a way that in the end the model is trained. can accurately predict the output class label of each 

input vector [18]. 

 

2.5. Support Vector Machine (SVM) 

A method that analyzes data and identifies patterns in classification is the definition of the SVM 

algorithm. SVM has the advantage of being able to identify various hyperplanes that determine the boundaries 

between two different classes. However, SVM has a weakness in choosing the appropriate function. The 

selection of functions and parameter settings has an impact on the SVM on the results of classification accuracy 

[19] . SVM belongs to supervised learning , namely analyzing data and finding patterns for the classification 

process. Before being used for classification, text is required to be converted into vectors. 

 

Equality Support Vector Machine (SVM ): 

 

f⁡(x) = Wt⁡ϕ(x) + b                  (1) 

 

Information: 

b     : Biased 

x= (⁡x1, x2, … . , xD⁡⁡⁡) : Input variable 

W = (⁡w0, w1, … . , wD⁡⁡⁡) : Weight parameter 

ϕ(x)     : Feature transformation function 

 

2.6. Random Forest (RF) 

RF is approach learning ensemble developed by Breiman . _ RF is method learning machine new 

purpose _ finish problem classification and regression [20]. There are three necessary parameters emphasized 

in RF modeling . First is n_estimator . This means total trees in forest . Second is max_features which refers 

to the count maximum features in the tree . Third is min_samples_leaf This is minimum sample size for leaf 

nodes . Max_features related strength prediction every tree and power correlation between both . In increasing 

this parameter also expands ability prediction of each tree and strength correlation [21]. Classification process 

using RF ie with count attribute entropy as determinant level impurity and value Information Gai n. With use 

formula equation 1 can do calculation entropy value , meanwhile For count mark Gain Information use equation 

2 [22]. 

 

Following formula For Random forests (RF ): 

 

Entropy (Y) = − ∑ i 𝑝 ( 𝑐 | 𝑌 ) 𝑙𝑜𝑔 2 𝑝 ( 𝑐 | 𝑌 )            (2) 

 

Description: 

Y  : set case 

P(c|Y)  : Proportion mark Y to class c. 

 

Information gains (Yes) = Entropy (Y) =⁡⁡−∑vℇValues(a) ⁡
|Yv|

|Ya|
Entropy⁡(Yv⁡)             (3) 

Information: 

Values(a)  : Set values case a. 

Yᵥ  : related subclass Y class v to class a.  

Yₐ  : Whole appropriate value _ to class a. 
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The big advantage of Random Forest is that it can be used for classification and regression problems, 

which are most of the learning systems . Because classification is sometimes considered a building block of 

machine learning [23] . Advantages of Random Forest has better results compared to other individual models 

because algorithm Random Forest uses decisions a tree that has no correlation [24] . 

 

3. RESULTS AND ANALYSIS 

3.1 Data Collection 

Research is business Which carried out systematically with all stages to get a scientific answer from an 

answer [2 5 ] . The dataset used is a heart failure clinical record dataset taken from the Kaggle page which will 

be published in 2021. The data consists of 299 data with 13 attributes on heart failure patient data. The dataset 

used in this study is in Table 1. 

 

Table 1. Preliminary Data 

Age Anemia 
Creatinine 

Phosphokinase 
Diabetes 

Ejection 

Fraction 

High 

Blood 

Pressure 

Platelets ….. 
Death 

Events 

75 0 582 0 20 1 265000 ….. 1 

55 0 7861 0 38 0 263358 ….. 1 

65 0 146 0 20 0 162000 ….. 1 

50 1 111 0 20 0 210000 ….. 1 

65 1 160 1 20 0 327000 ….. 1 

90 1 47 0 40 1 204000 ….. 1 

75 1 246 0 15 0 127000 ….. 1 

60 1 315 1 60 0 454000 ….. 1 

65 0 157 0 65 0 263358 ….. 1 

80 1 123 0 35 1 388000 ….. 1 

….. ….. ….. ….. ….. ….. ….. ….. ….. 

50 0 196 0 45 0 395000 ….. 0 

 

3.2 Data Normalization 

After the data preprocessing process is carried out , then the data is normalized use normalization Min-

Max , which is in the range 0-1 [26] . Normalization of data carried out in research This can seen in Table 2 as 

following . 

 

Table 2. Data Normalization 

Age Anemia 
Creatinine 

Phosphokinase 
Diabetes 

Ejection 

Fraction 

High 

Blood 

Pressure 

Platelets ….. 
Death 

Events 

0.636 0 0.0713 0 0.090 1 0.290 ….. 1 

0.272 0 1 0 0.363 0 0.288 ….. 1 

0.454 0 0.015 0 0.090 0 0.165 ….. 1 

0.181 1 0.011 0 0.090 0 0.224 ….. 1 

0.454 1 0.017 1 0.090 0 0.365 ….. 1 

0.909 1 0.003 0 0.393 1 0.216 ….. 1 

0.636 1 0.028 0 0.015 0 0.123 ….. 1 

0.363 1 0.037 1 0.696 0 0.519 ….. 1 

0.454 0 0.017 0 0.772 0 0.288 ….. 1 

0.727 1 0.012 0 0.318 1 0.439 ….. 1 

….. ….. ….. ….. ….. ….. ….. ….. ….. 

0.469 0 0.448 0.123 0.657 1 1 ….. 0 

 

Can observed in Table 2 . explain that results dataset classification consists of two classes , namely 0 

indicates No fail heart and 1 shows fail heart . 

 

3.3 Data Sharing 

 In this stage to obtain the results of the accuracy level, a method is needed, namely Hold Out . In dividing 

the data using the Hold Out method, a comparison of training and testing was obtained , namely 90%, 80%, 

70% and 60%. 
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3.4 Algorithm Support Vector Machine (SVM) 

 The research classification process uses two algorithms, one of the algorithms used is SVM using Hold 

Out distribution data of 90:10%, 80:20%, 70:30% and 60:40%. The following results of the evaluation 

comparison on the SVM algorithm can be seen in Figure 2. 

 

 

Figure 2. Comparison Evaluation SVM Algorithm 

 

From Figure 2, stated that data distribution with use Hold Outs 60% more effective on the SVM algorithm 

compared with Hold Out other with level accuracy of 81.51%. 

 

3.5 Algorithm Random Forest (RF) 

Besides SVM algorithm , research it also uses RF algorithm . On the algorithm This done with use same 

data distribution ie Hold Out 90:10% to 60:40%. Following is results comparison every Hold Out on the RF 

algorithm can seen in Figure 3. 

 

 

Figure 3. Comparison Evaluation Algorithm Random Forest 

 

Based on results diagram Figure 3, states that data distribution with use Hold Outs 90:10% more 

effective on the RF algorithm compared with Hold Out other. 

 

3.6  Comparison Second Algorithm 

At stage This For compare second algorithm SVM and RF researchers use RapidMiner Studio software. 

Then can obtained that from comparison for the two algorithms This accuracy best is in the algorithm Random 

Forest with accuracy best 83.33% at 90:10% Hold Out. 
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Table 3. Accuracy , Precision and Recall Algorithm SVM 

SVM Accuracy Precision Recall 

Hold Out 60:40% 81.51% 79.80% 97.53% 

Hold Out 70:30% 77.78% 76.62% 96.72% 

Holdouts 80:20% 80.00% 79.59% 95.12% 

Holdouts 90:10% 80.00% 79.17% 95.00% 

 

Table 4. Accuracy , Precision and Recall Algorithms Random Forest 

Random Forest Accuracy Precision Recall 

Hold Out 60:40% 83.19% 82.11% 96.30% 

Hold Out 70:30% 83.33% 81.94% 96.72% 

Holdouts 80:20% 81.67% 80.00% 97.56% 

Holdouts 90:10% 83.33% 80.00% 100.00% 

 

Based on tables 3 and 4 known in the SVM algorithm produce accuracy Lowest namely 77.78% , then 

Precision which is 76.62%, and Recall namely 96.72% at Hold Out 70:30 and accuracy highest namely 81.51%, 

Precision namely 79.80, and Recall namely 97.53% at Hold Out 60:40%, meanwhile RF algorithm generates 

accuracy Lowest i.e. 81.67 , Precision namely 81.67%, and Recall which is 97.56% at Hold Out 80:20 % and 

accuracy the highest is 83.33% , Precision is 82.11%, and Recall is 96.30% at Hold Out 90:10%. 

  

4. CONCLUSIONS 

From the results of this study using a dataset of heart failure clinical records with two SVM algorithms 

with RF obtained an accuracy of 81.51%. with 60:40% Hold Out on the SVM algorithm, while with 83.33% 

accuracy Hold Out 90:10% on RF algorithm . From these results it can be seen that the highest accuracy value 

is obtained on RF making the algorithm the best compared to the SVM algorithm. Thus it can be concluded 

that the RF algorithm is quite good at classifying heart failure. 
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