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Abstract 

 
Rice is the most important crop in global food security and socioeconomic stability. A part of the world's population 

makes rice a food requirement but the problem is found that all rice varieties suffer from several diseases and pests. 

Therefore, it is necessary to ensure the quality of healthy and proper rice growth by detecting diseases present in rice 

plants and treatment of affected plants. In this study, the Convolutional Neural Network (CNN) algorithm was applied in 

classifying diseases on the leaves of rice plants by experimenting with several parameters and architecture to get the best 

accuracy. This study was conducted image classification of rice plant disease using CNN architecture ResNet-50V2 with 

data using preprocessing Augmentation. The test was conducted with three optimizers such as SGD, Adam, and 

RMSprop by combining various parameters, namely epoch, batch size, learning rate, and SGD and RMSprop optimizers. 

Division of image data with 70:30 ratio of training data and test data; 80:20; 90:10. From these results, it was found that 

Adam was the best optimizer in the 80:20 data division in this study with an accuracy level of 0.9992, followed by the 

SGD optimizer with an accuracy level of 0.9983, while the RMSProp optimizer was ranked third with an accuracy level 

of 0.9978. 
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1. INTRODUCTION 

Rice is the most important crop in global food security and socioeconomic stability. Most of the 

world's population makes rice a food requirement but the problem is found that all rice varieties suffer from 

several diseases and pests [1]. Therefore, it is necessary to ensure the quality of healthy and proper rice 

growth by detecting diseases present in rice plants and treatment of affected plants [2]. Treatment of rice 

plants must be in accordance with the type of disease that exists, but the problem that occurs is that the 

process of classifying diseases from symptoms is still manually, which is laborious and errors can occur in 

classification [3].  

Research on diseases in rice plants has previously been carried out by Kawcher and colleagues by 

presenting a rice leaf disease detection system using a machine learning approach. The rice plant disease 

dataset was trained with a variety of different machine learning algorithms including KNN (K-Nearest 

Neighbour), J48 (Decision Tree), Naive Bayes and Logistic Regression [2]. Then the study [4] which 

presents an image-based approach to classifying rice plant diseases only uses color features. The result was 

the highest classification accuracy of 94.65% using the Support Vector Machine (SVM) Algorithm. 

Many algorithms can be used to classify. Research [5] compared Support Vector Machine (SVM), 

Artificial Neural Network (ANN) and Convolutional Neural Network (CNN) algorithms in classifying 

vegetation species using Hyperspectral Thermal Infrared Dataset. The results show that the CNN algorithm 

has almost perfect accuracy, reaching 99% and being the highest compared to other algorithms. Thus, the 

CNN algorithm is very good to be used in classifying plant leaf diseases, especially rice. Research by [6] 
conducted experiments by introducing the use of deep learning with the latest CNN algorithm related to plant 

leaf disease classification. The use of deep learning can be done in detecting and classifying plant diseases 

[7]. The research proves that this deep learning method provides a solution to the problem of traditional 

machine methods. 

https://creativecommons.org/licenses/by-sa/4.0/


 

                PREDATECS-01(02): 71-77 

     

 72 

 
Application of Convolutional Neural Network ResNet-50 V2... (Hastari et al, 2024) 

Some researchers have used the CNN algorithm in classifying diseases, such as studies conducted by 

[8] to classify breast cancer using the CNN algorithm combined with the Bit-Plane feature, showing that the 

proposed method can greatly improve recognition rates and classification performance. In study [9] or the 

classification of diffuse liver disease based on ultrasound images with multimodal features, the method used 

can increase overall classification accuracy by 5.4%. Furthermore, research [10] conducted to classify disease 

symptoms in maize plants by combining CNN with Bidirectional Long Short-Term Memory model showed 

good results of 99.02%. Thus, the selection of this research is based on the success of the CNN method in 

previous studies and its potential in providing an accurate and effective solution to the problem of rice leaf 

disease classification. 

The CNN-based plant leaf disease recognition model largely has limitations on shooting conditions 

and background. The problems with CNN-based classification are sometimes limited to generalizations such 

as accuracy dropping dramatically when new data is entered into a dataset. In addition, it is necessary to 

consider the effectiveness of tissue parameters for better recognition of foliar diseases [1]. Therefore, this 

study applied the CNN algorithm in classifying diseases on rice leaves with experiments on several 

parameters and architecture to get the best accuracy. 

 

2. MATERIAL AND METHOD  

2.1 Rice Plant Disease 

Rice plant disease is a condition that affects the growth and health of the rice plant, one of the most 

important food crops in the world. Diseases of rice plants can be caused by insect attacks of pests, pathogens, 

nutritional deficiencies and environmental conditions [11]. There are various diseases that can attack rice 

plants, such as bacterialblight, blast, brown spot, and tungro. 

 

1. Brown Spot 

The disease is caused by the fungus Cochliobolus miyabeanus. Symptoms of brown spot are visible on 

leaves, where oval or elongated brown spots with clear edges are formed. The spots may then enlarge 

and merge to form large, dry-brown lesions. Brown spot disease tends to develop in humid and warm 

conditions [12]. 

 

2. Bacterial Blight 

Bacterial blight, or bacterial wilt, is a rice plant disease caused by the bacterium Xanthomonas oryzae 

pv. oryzae. Symptoms include the appearance of grayish-green spots on the leaves which then turn 

dark brown. Such lesions often have a long, transverse shape on leaves, stems, panicles and roots. 

Infected plants can also experience poor germination, stunted growth, and even death [13]. 

  

3. Blast  

This disease is caused by the fungus Pyricularia oryzae and can attack various parts of the rice plant, 

including leaves, stems, and panicles. Blast usually appears in humid environmental conditions, 

especially during rapid rice growth. Some of the symptoms that appear on the leaves are rhomboid-

shaped brown spots and extending in the direction of the leaf veins, brown rickshaw edges with a 

grayish-white middle, and gray flecks [14]. 

 

4. Tungro 

This disease is caused by a viral complex consisting of Rice tungro bacilliform virus (RTBV) and 

Rice tungro spherical virus (RTSV). Tungro disease is transmitted through vector insects, namely 

brown leafhoppers, which suck the juice of infected plants and spread it to healthy rice plants. 

Symptoms of tungro in rice plants include stunted growth, yellowing of leaves, wavy leaves, and 

disturbed panicle formation [15]. 

 

The research stages for the classification of rice plant disease images in this study are shown in 

Flowchart or Figure 1. 

 

2.2 Data Collection 

The data collected is image data of leaf disease in rice plants. This secondary data was obtained from 

the Kaggle site (https://www.kaggle.com/datasets/shareef0612/riceleaf-dataset). The data used amounted to 

5932 images consisting of 1584 Bacterial blight images, 1440 Blast images, 1600 Brown spot images and 

1308 Tungro images. Each class will share images for training and testing to train and test models. The data 

will be divided into a training subset, a validation subset, and a testing subset. 
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2.3 Data Sharing 

Hold-out techniques are used to divide data, into training data and testing data. Hold-out is a method 

that will provide a certain amount of data to be used as training data and the rest as testing data. In this study, 

data distribution was carried out using three different ratios, namely 70:30, 80:20, and 90:10. 

 

 

Figure 1. Research Methodology 

 

2.4 Augmentation 

Augmentation techniques are intended to enrich the image without losing its substance through the 

process of image modification based on certain parameters. In addition, performing augmentation aims to 

improve the accuracy of the CNN model. The augmentation process is carried out by utilizing the Image Data 

Generator function from Tensorflow. The augmentation parameters used include rotation range, rescale, 

shear range, zoom range, horizontal flip and fill mode. 

 

2.5 CNN Model Architecture 

The primary principle behind Convolutional Neural Network is to extract local features from high 

layer input and transmit them to lower layers for more complicated features [16]. This type of network is 

primarily designed for processing topological data, such as grids or images [17]. CNNs typically comprise an 

input layer, a convolutional layer, pooling, and a fully connected layer [18]. CNN is a neural network with 

some convolutional layers (and some other layers). Convolutional layers compute the feature map using 

kernel input and activation as stated in Equation 1 below [14].  

 

𝑚𝑖 
𝑙 = 𝑓(𝑥𝑗 

𝑙 ) (1) 

 

Where 𝑚𝑖 
𝑙  is the number of feature maps to calculate, identify first layer. The function is used for 

activation (relu, sigmoid). The activation of the j channel in the given layer 1 is provided by equation 2 [14]. 

 

𝑋𝑗
𝑙 = ∑ 𝑧𝑖

𝐼−1 ∗ 𝑐𝑖𝑗
𝑖 + 𝑝𝑗

𝐼
𝐼

𝑖∈𝒶
 

(2) 

 

𝑐𝑖𝑗
𝑖  is the convolutional filter matrix, and 𝑝𝑗

𝐼 denotes the offset at first layer. The convolutional layer 

operates by leveraging local information correlations within the image to extract distinctive features [19]. 

Through sampling, the pooling layer selects relevant features from the higher-level feature map while 

simultaneously establishing invariant models for translation, rotation, and scaling [20]. In this study, the 

ResNet-50 V2 architecture was used as a model of Convolutional Neural Network (CNN) which is an 

advanced convolutional network that is easier to train than other deep convolutional neural networks, 

offering better accuracy and faster convergence [21]. In this ResNet-50 V2 architecture, there are several 

types of layers used to process image data on datasets rice leaf gradually and eventually generate predictions 

of the desired class such as the use of layers Dense, Flatten and Dropout. 
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2.6 Optimizer 

A deep learning optimization method of choice determines the training pace and eventual predictive 

performance of model [22]. Adam, RMSProp and SGD optimization methods are used to reduce errors 

throughout the training process. Adam optimizer features a pretty efficient computing procedure that does not 

use gradient scales and can handle massive amounts of data or parameters [21]. RMSprop optimizer is a 

mini-batch learning adaptive variant of the rprop method [17]. The SGD excels in terms of convergence 

speed [23]. 

 

2.7 Evaluation Model 

Evaluation models are very important in verifying classification performance on modeling [24]. For 

classification, general accuracy is used to evaluate the developed model. Accuracy is the percentage of 

compounds that are correctly classified in the total number of compounds, as shown in Equation 3 [25]. 

The formula is written clearly using an equation with an index like the following example: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁 + 𝑇𝑃

𝑇𝑁 + 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 

(3) 

                                                                         

3. RESULTS AND DISCUSSION  

The experimental process in this study used Google Colab in running the model. The programming 

language used is python and the use of Keras and Tensorflow libraries. The parameters used are learning rate 

with a value of 0.0001, dense with a value of 512 and 256, batch size with a value of 64, and Optimizer 

Adam, RMSProp and SGD and uses the ResNet-50 V2 architecture. Data ratios are 70:30, 80:20, 90:10. The 

Table 1 shows the test results in this study. 

 

Table 1. Testing Results  

Split Data 
Batch Size 

Learning 

Rate 
Epoch Optimizer Accuracy 

Training Testing 

70 30 64 0.0001 

10 Adam 0.9927 

9 RMSProp 0.9944 

100 SGD 0.9927 

80 20 64 0.0001 

15 Adam 0.9992 

12 RMSProp 0.9978 

100 SGD 0.9941 

90 10 64 0.0001 

10 Adam 0.9933 

11 RMSProp 0.9955 

6 SGD 0.9983 

 

Table 1 shows the percentage results of 9 experiments with optimizer combinations that have been 

performed. From the table, you can see the difference in the percentage accuracy value depending on the 

optimizer used. 

 

 

Figure 2. Graphic Accuracy and Loss Adam Highest Performance 

 

Figure 2 is a graph of the accuracy and loss model in 80:20 data division, where the graph is the best 

performing graph produced by ResNet-50V2 with Adam optimizer. The results were obtained with 

parameters in the form of batch size 64, learning rate 0.0001 and epoch 15 with accuracy of 0.9992. The 

accuracy value is good because the value is close to number 1. Figure 2 also shows a graph of the loss value 
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gained, rising at a certain point and falling to epoch 15 which is 0.0035. The loss value is also good because 

the value is close to 0. 

 

 

Figure 3. Graphic Accuracy and Loss RMSProp Highest Performance 

 

Figure 3 is a graph of accuracy and loss models in 80:20 data division, where the graph is the best 

performing graph produced by ResNet-50V2 with RMSprop optimizer. The results were obtained with 

parameters in the form of batch size 64, learning rate 0.0001 and epoch 12 with accuracy of 0.9978. The 

accuracy value is good because the value is close to number 1. Figure 3 also shows a graph of the loss value 

gained, rising at a certain point and falling to epoch 12 of 0.0056. The loss value is also good because the 

value is close to 0. 

 

 

Figure 4. Graphic Accuracy and Loss SGD Highest Performance 

 

Figure 4 is a graph of accuracy and loss models in 90:10 data division, where the graph is the best 

performing graph produced by ResNet-50V2 with SGD optimizer. The results were obtained with parameters 

in the form of batch size 64, learning rate 0.0001 and epoch 6 with accuracy of 0.9983. The accuracy value is 

good because the value is close to number 1. Figure 4 also shows a graph of the loss value gained, rising at a 

certain point and falling to epoch 6 which is 0.0039. The loss value is also good because the value is close to 

0. 

Table 2. Performance Optimizer Overview 

Optimizer Split Data Epoch Accuracy Average 

Adam 80:20 15 0.9992 83,00 

RMSProp 80:20 12 0.9978 80,92 

SGD 90:10 6 0.9983 82,53 

 

Table 2 summarizes the best accuracy models of each optimizer. Adam's optimizer with a batch size 

of 64, learning rate of 0.0001 and epoch of 15 has the best performance compared to RMSProp optimizer 

with the same data share of 80:20. While the SGD optimizer with a batch size value of 64, learning rate of 

0.0001 and epoch 6 with a data share of 90:10, has the best performance compared to the RMSProp 

optimizer. 

 

4. CONCLUSION  

In this study, image classification of rice plant diseases was carried out using CNN architecture 

ResNet-50V2 with data using preprocessing Augmentation. The test was applied hold-out data sharing 

techniques as well as optimizers Adam, RMSProp and SGD by combining various parameters, namely 
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epoch, batch size and learning rate. The experimental results showed that the 80:20 hold-out data separation 

technique and Adam's optimizer had the best accuracy result of 0.9992, followed by the SGD optimizer with 

an accuracy level of 0.9983, while the RMSProp optimizer was ranked third with an accuracy level of 

0.9978. The results showed that Data sharing and optimizers are  also important things that can affect the 

level of accuracy. 
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