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Abstract 

 
The changing needs of electrical energy result in the electrical power needed for everyday life being unstable, so planning 

and predicting how much electrical load is needed so that the electricity generated is always of good quality. So it is 

necessary to predict the consumption of electrical energy by using forecasting on the machine learning method. Support 

Vector Machine (SVM), Autoregressive Integrated Motion Average (ARIMA), and Long Short-Term Memory (LSTM) 

are models that are often used to overcome patterns in predictions. To find out the best models how to predict electricity 

consumption in the future and how the SVM, LSTM, and ARIMA algorithms perform in predicting electricity consumption. 

This research will look for the RMSE value and prediction time, then compare it with the best average value. The results 

of the study show that the ARIMA model is able to predict electricity usage for the next 1 year period, in the evaluation 

using the RMSE metric, where SVM shows a much lower value than ARIMA and LSTM. In this case, SVM achieved 

RMSE of 0.020, while ARIMA and LSTM achieved RMSE of 7.659 and 11.4183, respectively. Even though SVM has a 

lower RMSE, it is still unable to predict electricity usage for the next 1 year with sufficient accuracy. 

 

Keyword: ARIMA, Electrical Energy, Machine Learning, SVM, LSTM, RMSE 

 

 

 

1. INTRODUCTION  

Uncertain changes in the demand for electrical energy result in fluctuations in the demand for electric 

power, so it is necessary to plan, regulate, and estimate the electric load to ensure that the production of electric 

power remains consistent with good quality [1] . The use of electrical energy has a very important and urgent 

role throughout the world. In this day and age, no human being can escape the use of electricity. Many activities 

use electrical energy, including activities in households, offices, electronics, and many more [2]. Therefore 

electricity consumption has increased every year. Therefore, for a country or region, the projection of the use 

of electrical energy is urgent and critical [3]. Among the various sectors mentioned, the industrial sector has a 

relatively high level of energy consumption compared to other sectors. Therefore, efforts are needed to regulate 

energy consumption, especially in the industrial sector. 

Prediction of electric load has a significant contribution in carrying out the operation of the electric 

power system, including generation planning, power flow analysis, unit commitment, hydro-thermal system, 

and economical operation of the power system [4]. The need for electrical energy on a daily or even hourly 

scale tends to fluctuate, so the State Electricity Company (PLN) or a provider of electrical energy needs to be 

able to predict the need for electrical loads every day. There are various methods that can be used to predict 

electricity needs, and it is very important to choose a reliable method with a high degree of accuracy to optimize 

the cost of producing electrical energy. 

Based on the explanation above, it is necessary to predict the consumption of electrical energy using 

forecasting on the machine learning method. Machine Learning is a branch of Artificial Intelligence that 

focuses on developing systems capable of automatically learning. In this context, learning refers to the process 

of recognizing intricate patterns within vast amounts of data. Truly learning machines are algorithms that 

review data and are able to predict future behavior [5] . 

https://creativecommons.org/licenses/by-sa/4.0/
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In this study also used statistical methods where this method is widely used. By adopting a mathematical 

approach based on historical data, this method does not require time-consuming computations so that it remains 

a good choice with a high degree of accuracy [6 ] . 

Several previous studies have used the Autoregressive Integrated Moving Average (ARIMA), Long 

Short-Term Memory (LSTM) and Support Vector Machine (SVM) modeling methods to produce good 

accuracy regarding electricity consumption. In a study conducted by Adhib Arfan and Lussiana ETP (2020), 

the LSTM algorithm with SVR was applied. The research results show that LSTM is able to overcome long-

term time dependence and accurately predict stock prices. [7]. According to Rifando and friends (2022) in his 

research, it was stated that the LSTM + Gated Recurrent Unit (GRU) algorithm showed the highest accuracy 

by R-squared 94% [8] . 

Furthermore, research conducted by Titik Rahmawati and friends stated that the ARIMA model (0,1,0) 

with the Mean Absolute Percentage Error (MAPE) value of this model was 0.33%, which resulted in an 

accuracy of 99.67%. [9] . In their research, Mohamad Ilyas Abas and Irawan Ibrahim (2019) applied the SVM 

Particle Swarm Optimization (PSO) Optimization approach to predict electricity consumption . The final 

results of the study concluded that SVM- PSO has the ability to predict time-series data with minimal error 

[10]. A study conducted by Ilham Amarulloh (2021) presented findings that the ARIMA model (2,1,2) 

produces a Mean Square (MS) of 82.0017. Comparative analysis between the data before and after forecasting 

shows that the value of the data after the forecasting process is higher than the value before forecasting. [11] . 

In this study, researchers want to know how to predict electricity consumption in the future and how the 

performance of the SVM, LSTM, and ARIMA algorithms predicts electricity consumption. This research is 

expected to provide benefits which include, among other things, (1) providing information regarding 

projections or predictions of future use of electrical energy; (2) becoming an evaluation for the public/ 

consumers so they can pay attention to future electricity usage, and (3) obtaining the algorithm with the best 

performance in predicting future electricity consumption. 

 

2. MATERIAL AND METHOD 

In this study, the methods used can be found in Figure 1. In the first step, a literature review was carried 

out where the researcher collected information from various sources such as books or journals as a reference 

in preparing the research. then collect electrical energy data, then do pre-processing and cleaning on the data 

that has been collected. Then, predictions are made using the LSTM, ARIMA and SVM algorithms. After that 

the result is a prediction of electricity usage in 2024. In the final stage, a report is prepared in which the results 

of the discussion of the research that has been carried out are recorded and explained in detail.   

 

start
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Method Modeling

ARIMA LSTM SVM

Comparison Of ARIMA, 

LSTM, and SVM models

Evaluate The Model With 
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Result
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Figure 1. Research Stages 
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2.1 Datasets 

In this research, the dataset used comes from public sources which can be accessed via the Kaggle 

website. This dataset is time series data covering the time period from 1985 to 2018. As the next step, we 

randomly divided the data into two parts, namely training data and test data. This step was carried out with the 

aim of showing how much electricity consumption can be predicted by the model developed in this research. 

 

2.2 Autoregressive Integrated Moving Average (ARIMA) 

ARIMA is the Autoregressive Integrated Motion Average Model. It contains three parts, AR (automatic 

regression), I (integration), MA (moving average)[12] [13] .  he ARIMA model offers several benefits such as 

operating in an online learning environment, having sample sizes that do not incur storage costs, and enabling 

scalable and efficient parameter estimation[14] . It is denoted by ARIMA(p, d, q), where p, d, and q are the 

order of the autoregressive, differencing, and moving average parts of the model, respectively [15]. 

 

∆ 𝑦𝑡 = 𝜑 1∆ 𝑦𝑡 −1 + 𝜑 2∆ 𝑦𝑡 −2 + 𝜑𝑝 ∆ 𝑦𝑡 − 𝑝 + 𝑒𝑡 − 𝜃 1 𝑒𝑡 −1 − 𝜃 2 𝑒𝑡 −2 − 𝜃𝑝𝑒𝑡 – 𝑝  (1) 

 

Description: 

𝑡    = Coefficient of time 

𝑌𝑡  = Series value at time 𝑡 

𝑌𝑡 −1, 𝑌𝑡 −2  = Series past value 

𝑒𝑡 −1,−2   = Past value of residuals 

𝜃 1, 𝜃𝑝 , 𝜑 1, 𝜑𝑝 = Model Coefficients       

 

2.3 Long Short Term Memories (LSTM) 

LSTM is the result of the development of the RNN method. RNN (Recurrent Neural Network) is one 

of the various variations of Neural Networks in the field of deep learning. This method is specifically used to 

predict long-term dependence [16] [17] . 

 

1. Input Gates: 

 

i(t) = σ(Wi · [h(t-1), x(t)] + bi)               (2) 

 

C_hat(t) = tanh(Wc · [h(t-1), x(t)] + bc)         (3) 

 

2. Forget Gate: 

 

f(t) = σ(Wf · [h(t-1), x(t)] + bf)                 (4) 

 

3. Cell State: 

 

C(t) = f(t) * C(t-1) + i(t) * C_hat(t)                    (5) 

 

4. Output Gates: 

 

o(t) = σ(Wo · [h(t-1), x(t)] + bo)                  (6) 

 

5. Hidden States: 

 

h(t) = o(t) * tanh(C(t))           (7) 

 

Notation: 

T   = Current time step 

h(t)  = Hidden state at time t 

x(t)  = Input at time t 

i(t)  = Input gate at time t 

C_hat(t)  = Candidate cell state at time t 

f(t)  = Forget gate at time t 

C(t)  = Cell state at time t 

o(t)  = Output gate at time t 

Wi, Wc, Wf, Wo = Weight matrices for the respective input, candidate cell state, forget gate, and  

    output gate 
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bi, bc, bf, bo = Bias vectors for the respective input, candidate cell state, forget gate, and output  

   gate 

σ  = Sigmoid function 

tanh  = Hyperbolic tangent function 

 

2.3 Support Vector Machine (SVM) 

SVM is a method related to Data Mining because it is a classification algorithm based on the principle 

of linear classification. SVM is a learning system that uses linear function theory on features that have been 

trained by utilizing optimal theory [18] . The basic principle of SVM is an innovation that allows linear 

classification to be used to process non-linear problems. The Support Vector Machine (SVM) is assisted by 

the Kernel Principal Component Analysis (KPCA) with a Genetic Algorithm (GA) [19] . SVM can be used to 

reduce feature vector dimensions, and GA is used to optimize different SVM parameters. [20] . SVM can be 

used to solve regression-based problems [21] . 

SVM accuracy results are affected by the parameters and kernel functions used. Table 1 presents the 

formulas for the various types of kernel functions to choose from. 

 

Table 1. Kernel formula in SVM 

Kernel Name Kernel Function 

Linear (Dot) G (x 1, x 2 ) = x' 1, x 2 

Radial basis function (RBF) G(x 1, x 2 ) = exp 

Polynomial G(x 1, x 2 ) = yx 1 x 2 + c 

 

SVM operates on the principle of classifying data into two groups by finding the optimal hyperplane. 

The following is the calculation formula for SVM: 

1. Data Poínt:  

 
xi = { x1, x2, ..., xn } ∈ Rn     (8) 

 

2. Class Labels:  

 
yi ∈ {-1, +1}       (9) 

 

3. Data and Class Paír:  

 
{ (x1, y1), (x2, y2), ..., (xn, yn) }       (10) 

 

4. Maxímíze the Objectíve Functíon: 

 
Ld = ∑𝑁𝑖=1 𝛼𝑖 - ∑𝑁𝑖=1 ∑𝑁𝑗=1 𝛼i𝛼j 𝑦i𝑦j 𝐾(𝑥𝑖, 𝑥𝑗)          (11) 

 

Subject to: 0 ≤ 𝛼𝑖 ≤ 𝐶 and ∑𝑁𝑖=1 𝑎i 𝑦i = 0     

 

5. Calculate the values of w and b: 

 
𝑤 = ∑𝑁𝑖=1 𝑎i 𝑦i 𝑥i       

       

𝑏 = -1/2 𝑤·𝑥+ + 𝑤·𝑥-               (12) 

 

6. Classíficatíon Decísíon Functíon: sígn(f(x)) 

 
𝑓(𝑥) = 𝑤·𝑥 + 𝑏 or f(x) = ∑𝑚𝑖=1 𝑎i 𝑦i 𝐾(𝑥, 𝑥i) + 𝑏                 (13) 

 

Explanation: 

N  = Number of data points 

n  = Dimension of data or number of features 

Ld = Dual Lagrange Multiplier 

ai  = Weight value for each data point 

C  = Constant value 

m = Number of support vectors/data points that have αi > 0 

K(x, xi) = Kernel function 
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2.4 Conventional RMSE Calculations 

N represents the number of points measured. 𝐼𝑖
𝑀𝑒𝑎𝑠  𝑑𝑎𝑛 𝐼𝑖

𝐶𝑎𝑙𝑐  the calculations represent the measured 

and estimated solar cell currents at point i , respectively. Pseudo substitution equation. (1) into Eq. (2); in 

𝑈𝑖
𝑀𝑒𝑎𝑠 = 𝐼𝑖

𝑀𝑒𝑎𝑠, one can formulate the RMSE expression as equation 14. 

 

√
1

𝑁
∑𝑁

𝑖=1 (𝐼𝑖
𝑀𝑒𝑎𝑠 − 𝐼𝑖

𝐶𝑎𝑙𝑐)2 

√
1

𝑁
∑𝑁

𝑖=1 (𝐼𝑖
𝑀𝑒𝑎𝑠 − (𝐼𝑝𝑣 − 𝐼0 (𝑒

𝑈𝑖
𝑀𝑒𝑎𝑠+𝐼𝑖

𝑀𝑒𝑎𝑠×𝑅𝑆
𝑛×𝑉𝑡ℎ − 1) − (

𝑈𝑖
𝑀𝑒𝑎𝑠+𝐼𝑖

𝑀𝑒𝑎𝑠×𝑅𝑆

𝑅𝑃
))) 2 

(𝐼𝑝𝑣 − 𝐼0 (𝑒
𝑈𝑖

𝑀𝑒𝑎𝑠+𝐼𝑖
𝑀𝑒𝑎𝑠×𝑅𝑆

𝑛×𝑉𝑡ℎ − 1) − (
𝑈𝑖

𝑀𝑒𝑎𝑠+𝐼𝑖
𝑀𝑒𝑎𝑠×𝑅𝑆

𝑅𝑃
))            (14) 

 

The final segment of this equation does not indicate the computed value of the current output from the 

solar cell, and as a result, Eq. (equation number) does not represent the actual output current.  is not a true 

expression of the RMSE measure. It should be noted that many works in the literature have reported using this 

relationship to estimate the RMSE. 

 

3. RESULTS AND DISCUSSION 

The dataset used in this study is the dataset of electricity usage. This dataset is data from 1985 to 2018 

taken from the Kaggle website . At this stage the data used will also be checked using Augmented Dicky.  

 

3.1 ARIMA 

Statistically, the stationarity test is performed by examining the presence of significant trends and 

seasonal patterns in the data. The stationarity test is required in the analysis of time series predictions using 

statistical models because these models can only be applied to stationary data. 

 

Hypothesis testing: 

H0  : Data is not stationary 

H a  : Stationary data 

Reject H0 if p-value < alpha (0.05) is obtained). 

 

 

Figure 2. Dickey-Fuller Test Results 

 

Results of Dickey-Fuller Test: 

Test Statistics   : -2.256990 

p-value     : 0.186215 

#LagsUsed    : 15.000000 

Number of Observations Used : 381.000000 
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Critical Value (1%)   : -3.447631 

Critical Value (5%)   : -2.869156 

Critical Value (10%)  : -2.570827 

 

From the results above, it is obtained that a p-value > 0.05 is obtained, then H0 is not rejected. So, the 

data has a state that is not stationary. Because the data is not stationary, it is necessary to carry out the data 

stationarization process, namely the differencing process to obtain stationary data. 

 

 

Figure 3. Rolling mean & standart deviation 

 

Results of Dickey-Fuller Test: 

Test Statistics    : -7.104891e+00 

p-value     : 4.077787e-10 

#Lags Used    : 1.400000e+01 

Number of Observations Used  : 3.810000e+02 

Critical Value(1%)   : -3.447631e+00 

Critical Value(5%)   : -2.869156e+00 

Critical Value(10%)  : -2.570827e+00 

 

After the differencing process was carried out and the data stationarity was tested (after differencing), 

the data obtained after 1x differencing had formed stationary data. Furthermore, predictions can be made of 

electricity usage for the next 1 year until 2019. 

 

 

Figure 4. Arima Prediction Results 

 

Obtained the prediction results of electricity consumption for the next 1 year in the date period, can 

view the table 2. 
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Table 2. Prediction of result 1 year  

Period Year Electricity Usage/ Kwh 

2018-02-01 262.881901 

2018-03-01 530.134155 

2018-04-01 931.183379 

………… ………… 

………… ………… 

2018-11-01 7484.890356 

2018-12-01 8956.328973 

2019-01-01 10561.566282 

 

Table 2 displays the predicted results of electricity use in kilowatt-hours (Kwh) for a 1 year period. The 

time span starts from February 2018 to January 2019. This prediction provides an estimated value of electricity 

usage for each month during that period, which varies from 262.881901 Kwh in February 2018 to reaching the 

highest value of 10,561.566282 Kwh in January 2019. This data provides an overview regarding projected 

electricity consumption during that period, which can be used for analysis and planning of energy needs. 

 

Table 3. Evaluation of the ARIMA model 

ARIMA Evaluation RMSE value 

ARIMA(0, 0, 0) 18,542 

ARIMA(0, 0, 1) 11.185 

………… ……… 

……….. ……… 

Best ARIMA(1, 0, 1) 7,659 

 

In the ARIMA evaluation using RMSE values, there are several ARIMA models that are evaluated, 

including ARIMA (0, 0, 0), ARIMA (0, 0, 1), and ARIMA (1, 0, 1). Here are the results of each ARIMA: 

1. ARIMA(0, 0, 0): 

2. ARIMA model (0, 0, 0) shows an RMSE value of 18,542. 

3. ARIMA(0, 0, 1): 

4. The ARIMA model (0, 0, 1) shows an RMSE value of 11,185. 

5. Best ARIMA(1, 0, 1): 

6. The ARIMA model (1, 0, 1) gives the best results with an RMSE value of 7,659. 

 

Based on this evaluation, ARIMA (1, 0, 1) is the best model that provides the most accurate prediction 

results based on lower RMSE values. However, it is important to note that this evaluation is based only on 

RMSE values and can be supplemented with other evaluation metrics to get a more complete picture of ARIMA 

model performance. 

 

3.2 Support Vector Machine (SVM) 

The figure 5 shows the evaluation results of the Support Vector Machine (SVM) method used in a 

scenario that involves dividing data into three groups, namely 70:10, 90:10, and 80:20. The image above does 

not show the movement of the desired graph. This shows that the SVM algorithm is not suitable for processing 

time series data. Evaluation is done by measuring the Root Mean Square Error (RMSE) value, which is a 

common metric used to measure how well the predictive model matches the actual data. 

 

 

Figure 5. Evaluation of SVM model 
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In the SVM evaluation using the RMSE value, there are three scenarios that are evaluated with different 

distribution of training and testing data, namely 70:30, 90:10, and 80:20. In summary, the evaluation of 

different training and testing splits in this scenario revealed varying RMSE values for the model's predictions. 

The initial 70:30 split resulted in an RMSE value of 4.0812. However, when the split was adjusted to 90:10, 

the RMSE value significantly decreased to 0.0145, indicating improved accuracy. Similarly, with an 80:20 

split, the RMSE value was slightly higher at 0.0207 but still demonstrated good predictive performance. These 

findings emphasize the importance of choosing appropriate training and testing splits, as smaller testing sets 

generally lead to lower RMSE values and improved accuracy in the model's predictions.In the overall 

evaluation, scenarios with splits of 90:10 and 80:20 show better performance with lower RMSE values. This 

indicates that the SVM model is able to provide more accurate predictions in this scenario. 

 

3.3 Long Short-Term Memory (LSTM) 

The figure 6 shows the prediction results of the Long Short-Term Memory (LSTM) method which are 

described in 10 years from 2008 to 2018. The test was carried out by measuring the actual Root Mean Square 

Error (RMSE) value. 

 

 

Figure 6. LSTM Prediction Results 

 

 

Figure 7. Evaluation of LSTM model 

 

In the LSTM evaluation using the RMSE value, there are three scenarios that are evaluated with 

different distribution of training and testing data, namely 70:30, 90:10, and 80:20. In summary, the model's 

performance was evaluated using three different training and testing splits. The 70:30 split yielded the lowest 

RMSE value of 11.4183, indicating better accuracy compared to the other splits. The 90:10 split resulted in a 

higher RMSE value of 17.0551, indicating lower accuracy and a larger error. The 80:20 split produced an 

RMSE value of 12.9054, which was closer to the RMSE value of the 70:30 split. 

These findings highlight the importance of choosing an appropriate training and testing split, as it can 

significantly impact the model's performance. While the 70:30 split performed the best in this analysis, it's 

essential to consider the specific characteristics and requirements of the dataset when determining the optimal 

split.In the overall evaluation, all evaluated scenarios show a high RMSE value, which indicates a significant 

difference between the predicted LSTM value and the actual value. This indicates that the evaluated LSTM 

model may not provide accurate prediction results in this case. 
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4. CONCLUSION 

Based on the evaluation results of the ARIMA, SVM, and LSTM models in predicting electricity use 

over the next 1 year, several conclusions can be drawn. ARIMA is able to provide predictions of electricity 

usage for the next 1 year period. Reliable for several forecasting applications with quite good results. Although 

ARIMA can provide predictions, the RMSE value is quite high (7.659), indicating a significant deviation 

between the prediction and the actual value. In this specific context, ARIMA may not be accurate enough to 

meet the need for high-precision electricity usage predictions. 

SVM has a much lower RMSE value (0.020) than ARIMA, indicating a higher level of accuracy in 

predicting electricity usage. Suitable for applications where high accuracy is a top priority. Even though SVM 

has a low RMSE value, there are still limitations in its ability to predict electricity usage well over the next 1 

year. SVM may require further development or additional methods to improve its performance in this context. 

LSTM provides predictions with a lower RMSE value compared to ARIMA (7.659), although it is still 

higher than SVM (0.020). LSTM can have advantages in handling complex or non-linear patterns in electricity 

usage data. Although the RMSE value of LSTM is lower than ARIMA, it is still relatively high (11.4183), 

indicating that LSTM also faces difficulties in predicting accurately in this context. LSTM models may require 

further parameter adjustments or tuning to improve prediction performance. 

In conclusion, although SVM has a lower RMSE value than ARIMA, LSTM shows relatively good 

ability in predicting electricity usage, especially in dealing with complex patterns. However, the limitations of 

LSTM are still visible, and it is necessary to carry out further research or parameter experiments to improve its 

performance or consider using other models that are more suitable to the characteristics of the existing data. 
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